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ABSTRACT

This research considers the “Seastar” concept ohderwater local-area network
(LAN) having a central node and multiple peripheraties. The concept of operation for
the Seastar LAN involves the delivery of large wvo&s of digital information from the
peripheral nodes through direct acoustic commuioicdinks to a sophisticated central
node for assimilation (e.g., beamforming, fusidfgr a design range of 500 meters, link
budget analysis in combination with parametric wsial evaluates physical-layer
parameters including optimum carrier frequency, cgpé bandwidth, modulation
techniques, achievable bit rate, and energy budmtormance data obtained from a
prototype Seastar LAN constructed from existingustic modems guided the creation of
a Seastar numerical simulation. Monte Carlo sinmiastudies examine the relative
merits of networking strategies such as TDMA pgjland token-based TDMA. Seastar
is shown to meet the anticipated requirements fatetsea LAN applications such as

sensor networks, undersea vehicle swarms, andehwes.
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INTRODUCTION

The Seaweb wide-area network (WAN) concept [1] mtes for local-area
networks (LANs) having a sophisticated central nélult collects and fuses undersea
data from a set of relatively simple peripheral emdas illustrated in Figure 1.

Seastar LAN_
(50-500a1Tinks) g

- -
Peripheral '

nodes

Figure 1 Left: The Seastar concept involves asymmetric,raénéd topologies.
Relatively simple peripheral nodes (red) reporetiseries data at high-bit-rates to
sophisticated central nodes (green), where datarfiss performed for the local
area. Peripheral nodes may receive low-bit-ratgyupackets from the central
node and from their peers. Right: Wide-area comupatians (green links)
between central nodes and theater communicatiooggh gateway nodes occur
via Seaweb networking in a lower band of the agowggtectrum.

In more general terms, localized clusters of ndees., sensors, crawlers, divers)
assimilate as subnets through the formation of LAd&h containing a central node and
peripheral nodes distributed in an undersea regjoto one square kilometer (RmThe
Seaweb LAN with centralized, or star, topology #&led “Seastar” and is motivated by
the desire for an additional tier of local-area ocmmications compatible with and
complementary to Seaweb wide-area acoustic commtions. The Seastar tier uses a
higher-frequency portion of the acoustic spectrumaden possible by shorter
communication ranges and necessitated by the highughput of the LAN. The baseline

Seastar topology is centralized, with axial asynmpnahd peer-to-peer capability.
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A. SCOPE

This thesis explores candidate Seastar networkingtegies and considers
physical-layer and link-layer attributes. The eféeof the underwater communications
channel on carrier frequency, signal bandwidthacdp and energy budget are studied
and tradeoffs regarding modulation type, acces$ogeaind topology are presented. In
order to investigate the feasibility of an undemvadcoustic LAN, a Seastar prototype
was developed and tests were conducted both imralrin water. The experimental
results provide useful information for design pwg® and form the basis of a network
simulation that was developed as part of this mesedl he simulation is used to study
different network strategies under various condgiand to perform case studies that are
included in this document. In summary, this thewigvides tradeoffs that allow both
designers and operational users to validate thsilmbses and limitations of the Seastar

concept.

/\

Figure 2 Seastar applications include sensor arrays, sehssiers, unmanned undersea
vehicle formations, and dive teams.

The broad scope of the research topic requirescipuB restrictions in the
research that was conducted. Throughout this sauiilyed communication range of 500
meters (m) is considered. Propagation is geneaaltyymed to occur along a direct path in

2



a homogeneous (constant speed of sound) environmEn¢ use of mobile
communication nodes is excluded in simulations a&xgeriments but included in
discussions. Issues such as interference betwgaceatl Seastar clusters and integration
of Seastar and Seaweb need to be studied, buegoad the scope of this thesis.

B. APPROACH AND STRUCTURE

The topic of acoustic communications brings two opuamities together
(communication theory and underwater acousticg)h essing their own language. The
literature on this topic is not always consistemttianslating the terminology of the
communications discipline and the acoustics digsupl

Chapter Il adopts the conventions of the underwat&ustician to discuss the
physical properties of the underwater communicaticmannel, and derive an expression
for the acoustic signal-to-noise power ratio andgresponding sonar equation. A link
budget analysis is performed for conditions undeictv Seastar is anticipated to operate
with the purpose of determining an optimum carftiequency.

Chapter Il discusses the physical layer of Seamtar contains a case study to
provide the reader with some hardware, bandwidtpacity and energy budget

considerations. The central part of Chapter Illtaors a study on modulation techniques.

Chapter IV brings us deeper into network theory andgests several network
topologies. It discusses variations in access ® riedium and studies control of
information flow. The chapter ends with an outliokeexperiments that resulted in the

development of the first Seastar prototype.

Chapter V leads the reader further into the prgtgnalysis by providing an
overview of network performance results as obtaidedng an in-water deployment in
St. Andrews Bay, FL. The results of these experisi@rere used to develop a network
simulation tool that provides us with data regagdihe performance of other network
strategies that could not easily be implementedtesigd with existing hardware.

Chapters VI and VII show the setup of the simulatend display parametric

results allowing a better view on Seastar possgsliand limitations.
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Finally, since an optimal Seastar strategy dependfe networks’ purpose, three
case studies are performed to provide operationddusers with some ideas that may
help shape future applications for Seastar. Thase studies illustrate the conclusions
stated in Chapter VIII.



.  THE COMMUNICATION CHANNEL

An important characteristic of the underwater aiousommunication channel is
the dependence of path loss and ambient noise @mmaoaication distance and
transmission frequency. This, therefore, affectseotcommunication parameters like
signal bandwidth and data rate. In this chapter laegk at the influence that the
environment has on the signal that is transmitted faom this we will determine the
optimum carrier frequency and bandwidth to use. Wilelimit our analytical scope to
path loss and ambient noise, but the effects otispath propagation and single-path

fluctuations will be briefly discussed when anahgappropriate waveforms.
A. THE PHYSICAL CHANNEL

The underwater communication channel can be destrias a cylindrical
waveguide that is bounded by the sea surface amdsdh floor with communication
ranges generally exceeding water depth. Variationshannel composition, depth and
temperature cause refraction of sound, often coetbimith surface and bottom
reflections and convolutions with imparted boundeoynditions, resulting in a multitude
of possible propagation paths for communicatiomailigp Each single path imposes
temporal, spatial and frequency-dependent amplitadd phase fluctuations on a
waveform. The accumulation of these paths at theiver produces multi-path reception
replete with distortion, and dispersion of the wawe. These deleterious effects
translate into fading, inter-symbol interferenced éoss of coherence.

B. ACOUSTIC SIGNAL-TO-NOISE POWER RATIO

The sometimes inconsistent use of terminology m ititerdisciplinary field of
underwater acoustic communications by the techmicaimunications community [2—4]
and underwater acoustics community [5-7] createduston, and forms the motivation

for deriving some important expressions in gengraticepted acoustic terms. This will

be done in accordance with [8-9]. To analyze thearnanication losses through the
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channel we will introduce the term acoustic sigiahoise power raticSNR at the

receiver which is defined as follows [9]:
E{ ps(t,rl)\z}
E{ pn(t,rl)‘z}

wherepg(t,r1) andpn(t,r1) are the acoustic pressures due to signal ane,n@spectively,

SNR 2 (2.1)

incident upon a receiver locatedrat(x;,y1,21), andE{*} is the expected value. THENR
informs us on the status of the transmission atrtpet to the receiver before the signal is

processed.
1. Signal

A communications signal in an underwater acoustemael usually consists of a
band of frequencies. Therefore, in order to deaneequation foENR that is equivalent
to the “narrowband” signal-to-noise ratio equation[2], the time-harmonic acoustic
pressure at timein seconds (s) and rangg; in meters (m) from the source (see Figure

3) can be expressed as:

ps(t’rl):‘ pf,s(rl)‘coi 27”f-t-l-ljpf,s(r 1)) (22)
where, (e.g. see [10])
(1) = py e @ N gl (2:3)
01
Po :| Po R (2.4)

is the spatial-dependent part of the time-harmanaustic pressure in Pascals (Pa) at one
meter from the source andf) is the frequency-dependent attenuation coeffician
Nepers per meter (Np/m). We assume that the sgmald source is a motionless, time-
harmonic, omnidirectional point source and that riredium is unbounded and viscous

with a constant speed of sound, & m is the reference range from the source.



r
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X lo1
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Y

Figure 3 Source (o) — receiveri(y) geometry where R = 1 m is the reference range
from the source.

Substitution ofPy=|py| into (2.4) and computing the magnitude of (2i8)ds

‘ Ps s (rl)‘ = R)ri e_”(f)(ro,l—R) |

01

(2.5)

If we treatpg(t,r1) as being deterministic and since it is also gkciowe can replace the

numerator of (2.1) with the time-average power

< p.(tr )\2>:1'T[ p.(tr )\2 dt:E‘ p. o )‘2 (2.6)
s\7'1 T 0 s\ "1 2 f,s\U 1
Substituting (2.5) into (2.6) gives the followinguation:
2
2 R T2alt \Toa™R)
< ps(t,rl)f}{% %—J e = g2 (1) @7)
r0,1

wherepms {ri) is the root-mean square value of the acoustisgoure of the signal in Pa

at a receiver at position that was transmitted omnidirectionally by a souat@osition

lo.
2. Noise

Noise in the ocean is generated by various sowuek as wind, shipping and
flow noise. To come up with a general expressiarttie average power of the acoustic

pressure that is created by the noise and recdiydtie receiver at;, we assume that



pn(t,r1) is a zero mean, wide-sense stationary (WSS),orangrocess, representing an
arbitrary function of time. As a result, the autoetation function of the noise can be

expressed as follows:

R, (Lt.r)=R, (t-tr)=R (A 1,)= § p(t,) p(t,} (2.8)
Since R, (At,r;) forms a Fourier transform pair with its power spaicdensity function
S, (77,r;)in P&/Hz, the average power of the zero mean, WSS risiggven by the

following relation:
a2 (1) =R, ©)= | n(tr.f} = T S, Gr)d (2.9)

where aﬁn (rl) is the noise variance angdrepresents frequency in hertz (Hz). If we

consider a limited noise bandwidth Af centered around frequentyand taking into
account that the power spectrum is an even functibrfrequency, we obtain the
following expression for the denominator of (2.1):

a2 (rn)=E{|mtrof}=2[ "7, @rd =25 (.81 (210)

This general expression for the average power @fmtise can easily be converted to a
noise level by lettingAf =1 Hz. Substituting (2.7) into the numerator of (2.1042.9)

f+(Af/2)

f—(af /2)

into the denominator of (2.1) yields:

2
[@”ZRJ
SNEZ przms,s(rl) Prezzf — Pref ro'l éza(f)(rovl_R) (211)
a2 (r) | P2 {ZSpn(f,rl)Afj
e
ref

whereP,es =1 pPa is the root-mean-square reference pressuretadeli

The last step is to express (2.11) in decibels @) set the reference rangeo
1 m. Doing so yields an expression 8XR (in dB) as shown in (2.12) in more familiar
terms; namely, source leve$l), noise level NIL) and transmission losg)), where
transmission loss consists of a spherical spreating and a frequency-dependent
attenuation term:
SNR(indB)= Sl= NE TI (2.12)
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where

SNR (in dB) =10log, SNE (2.13)
SL=20log, (m] dB reR; (2.14)
ref
2S, (f,r)Af
NL =10log, {LZJJ dB reP? (2.15)
TL=20log, (ry,)+a' (f )b, —1) dBréd, (2.16)

and a'(f)=8.68ar (f ) where a'(f)is in dB/m anda(f)is in Np/m. We will use
analytical expressions based on empirical datarf6f) andS, ( f,r,), in order to allow
us to perform the next step in analyzing underwateustic communications. We will do

this by performing a link budget analysis, a metiioat was described by Hansen [11]

and proved to be viable in the underwater enviramme

C. LINK BUDGET ANALYSIS

1. Transmission Loss

Spherical spreading and frequency-dependent atienuare the two components
of transmission lossT() in (2.16). Some of the literature (e.g., see Efpresses the

spreading componerg0log,, (r,,) in the form ofk10log, (r,,), 1s k< 2, wherek =1 is

used for cylindrical spreadinds =2 for spherical spreading anid=1.5 for the so called
practical spreading. This may result in severe unde overestimation. Although it is
recognized that physics-based modeling of multirgabpagation is more realistic and
provides a more accurate representation of thesossthe channel, the choice has been

made to use the spherical spreading direct patremod

Various empirical formulas for the attenuation ¢o&ént o'(f)can be found in

the open literature. The empirical formula providgdFrancois and Garrison [12, 13] is
claimed by them to apply to all oceanic conditi@msl frequencies from 200 Hz to 1

megahertz (MHz) with an estimated accuracy of 5% awpears to embrace and improve

9



upon the studies conducted by Thorp [14], Fishet Smmons [15], and Marsh and
Schulkin [16]. Since we anticipate using carrieginencies between 20 and 100 kilohertz
(kHz), we will use the formula in Francois and Gson [12, 13] for the attenuation
coefficient. Figure 4 shows two examples of frequyedependency of the attenuation
coefficient expressed in dB/km for two differentigeraturesT =14 C* andT =20 C’,
salinity S=35 parts per thousand (ppt), acidipH =8.0and depthD =50 m.

40 : . S : . : :
SR O O S
R O 7
ST N S Sy

' ' ' ' ' ' '
' ' ' ' ' ' '
' ' ' ' ' ' ' ' '
M-t L G —
' ' ' ' '
' ' ' ' ' '

at (N (dB/km)

0 10 20 30 40 a0 G0 70 a0 a0 100
Frequency (kHz)

Figure 4 Attenuation coefficientr'(f)in dB/km versus frequency in kHz based on
Francois and Garrison [12, 13] for the above dbsdriconditions.

It is clear that the attenuation coefficient inaes with frequency, but since we
consider a maximum transmission range of 500 nSé&astar, the question arises at what

frequency will the attenuation coefficient startgain influence compared to spherical
spreading.
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Figure 5 indicates that the impact of frequencyesgjent attenuation at 500 m is
insignificant up to approximately 25 kHz, but adddB to theTL at 50 kHz. Beyond 50
kHz the influence of attenuation increases quickigreasing the carrier frequency and
signal bandwidth therefore comes at the cost ajearduction.

100

sol| TL (spherical spreading only) |
— TL {incl. absorption): =12 kHz |
go L | — 7L (incl. absorption): /=25 kHz |
— TL {incl. absorption): =50 kHz

(

70k | — TL {incl. absorption): =100 kHz A

60|

50F -

401

Transmission Lass (dB)

30F

20¢
500 m—=

U 1 1 |||||||- 1 1 IIIIIII.._ 1 1 1 111
10° 10 10° 10°

Range (m)

Figure 5 Relative influence of losses caused by frequen@eddent attenuation on
total transmission loss in dB (vertical axis) fafiferent ranges in m (horizontal
axis). For a range of 500 m, losses due to att@ate of minor importance for
frequencies below 25 kHz compared to losses dsphierical spreading.

2. Noise Level

The next factor in (2.12) that needs to be addessehe noise level given by
(2.15). If we consider future Seastar deploymeniout defining geographic restrictions
we learn [5, 6, 17] that underwater noise in genayatains several contributors that each
affect different frequency bands and that can lserlged empirically. Comparisons for

different situations [6] show that different ocegraphic conditions, such as water depth

11



and temperature, do influence the appearance eérmnit that the empirical formulas [5]
satisfy a description for noise in the most geneesde. Noise measurements are also

reported as noise spectrum levélS() in dB with reference to iP&/Hz (e.g., see [10])

2s, ( f,rl)j (2.17)

NSL=10lo
glo{ uPea /Hz

TheNSLin dB based on empirical formulas by Coates [$]aserally dependent on four
sources dominating certain frequency bands, namebulence (<10 Hz), shipping (10-
200 Hz), wind (0.2-100 kHz) and thermal activityl(® kHz). Figure 6 indicates that the
NSL for the frequency band between 1-100 kHz thatyjscally used for underwater

communications is mainly due to wind.

Moise Spectrum Level (dB re (1 LLF’a‘,Iza’Hz‘,I

10" 10° 10° 10
Frequency (kHz)

Figure 6 The noise spectrum leveéllEL) in dB based on empirical formulas by Coates

[5].

Figure 7 demonstrates that the wind speed hasfaymw effect on the value of
theNSL
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Figure 7 Increase of wind speed has a profound effect omdige spectrum level.
Based on empirical formulas by Coates [5].

3. Optimum Carrier Frequency as a Function of Range

CombiningTL andNL for a wind speed of 5 meters per second (m/s)lteegu

Figure 8, where—(TL+ NL) Is plotted so that the red-yellow region indicat@gorable

transmission conditions. For the maximum anticipgat@nge of 500 m, small negative

values for—(TL+ NL) can be observed somewhere between 30-50 kHz.der @o

determine an exact minimum, a slice at 500 m ienakom Figure 8 and plotted for

various wind speeds and medium shipping densisyltieg in Figure 9.
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Figure 8 Effect of frequency and range on transmission é&gtsnoise level (dB re 1
uPa).

Table 1 shows the frequencies at which the minimtimNL are found for
various wind speeds and seawater temperaturesnwgthum shipping density, a salinity
of 35 ppt and a water depth of 50 m. The last colwmows the frequencies for various
wind speeds when averaged over sea water temperdtiuese averages are taken to be
representative of “typical” values. It is obviousrh Table 1 that the minimum value for
TL+ NL depends for a large amount on wind speed andléssar extent on sea water
temperature. Other factors, like shipping densitywater depth, have no significant

influence.

8°C | 14°C | 20°C | 26°C | Average
Om/s | 28.3]29.0| 30.1| 31.4f 29.7
5m/s | 39.3]38.9 | 41.1| 44.3] 40.9
10 m/s| 40.3|39.6 | 41.8| 45.3] 41.8
15m/s| 40.5| 39.7 | 42.0| 45.6] 42.0

Table 1 Frequency (kHz) at whicfiL+ NLminima occur for various wind speeds in m/s
(rows) and sea water temperatures in degrees Ggtalumns).

14




In the case of no wind, the frequency at whidh+ NLhas a minimum value is
approximately 30 kHz. In the presence of wind spe#b—15 m/s, this frequency can be
found just above 40 kHz. We will define the fregagiat which the least losses occur for
a given range, the optimum carrier frequency. Indeor to ensure reliable
communications, it is desirable to choose thisdespy as the carrier frequency or center
frequency when considering bandwidth.

170 T T T T T T T T T
— O0mfs
— fmfs
— 10 mfs
— 15 m/s ||

160 -

180 -

140 - 4

TL+NL (dB re 1 uPa)

1 1 | 1 1 |
10 20 30 40 a0 60 70 30 50 100
Frequency (kHz)

?U 1 | 1
0

Figure 9 TL+ NLin dB versus frequency in kHz for various wind sjeat a range
between source and receiver of 500 m and sea veagerature of 20°CS =35
ppt, pH =8.0 and D =50 m. The optimum carrier frequency (kHz) is found at

the minimum value offL+ NL.

4. Source Level

Now thatTL, NL and optimum carrier frequency are known, 8lerequired to
produce a desire8NR in dB can be determined. Although high sourcele{=180 dB)
are possible and common in underwater acoustic aowuations, they introduce

reverberation which prolongs the impulse respom&everberation cause symbols to
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overlap at the receiver, which is called intersyiminterference. Avoiding intersymbol
interference by reducing reverberation can be aekieby decreasing th8L Other
motivations for minimizingSL are transmission security and energy budget. It is
therefore relevant to balance the choice of trangpver with the expecte@lL andNL

and desirebNR.

g

0
120 130 140 150 160 170 180 190
SL(dBre1uPa_ |

Figure 10 Time-average acoustic powey,yin W versusSLin dB for Pres= 1uPa,Ref=
1 m forp = 1026kg/m andc = 1499m/s.

The time-averaged radiated acoustic power in wéits a time-harmonic,
omnidirectional, point source related to this Shigen by
4nRe, [P DOS%O

oC

where P, =1uPa is the root mean square reference pressiie=1 mis the reference

P =

avg

(2.18)

range from the source, is the density of the medium in kgfrandc is the speed of

sound in m/s in that medium at a given depth, ggland temperature (see Figure 10).
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lll.  PHYSICAL LAYER

The Open Systems Interconnection (OSI) referenceeinavhich was developed
for terrestrial purposes by the International Orgation for Standardization (ISO)
consists of seven layers of standards that can @elaped independently and
simultaneously. Data moves down through these sapefore being transmitted and
moves up again at the receiver. Although this maslehrely achieved in practice, its
structure has proven useful for the developmemetivork protocols. We will use this
model as a way to guide us through the processudiymg Seastar networking aspects
by focusing only on the lowest three layers: thgsatal layer, link layer and network
layer.

Application

Y
A

Presentation

Y
N

Session

Y
A

Transport

Network
Data link

Y

A

N
A

Physical

L 4

Figure 11 OSI model

The physical layer describes the transmission gitalisymbols over the physical
medium and deals with mechanical, functional, $tmat and procedural characteristics
to access the medium. The challenge within the iphltayer is to use the very limited

bandwidth that is available in the underwater clehias efficiently as possible.
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A. MODULATION

An issue that needs to be addressed is findingtab$éei waveform modulation
type. Stojanovic [18] and Akyildiz, et al [19] prioe useful summaries of research and
developments in the field of underwater acoustionm@mnications. Intersymbol
interference due to multi-path arrivals and a twaeying channel seriously degrade
communication performance. Since mobile nodes atesxcluded from being part of a
Seastar network, the Doppler effect due to motidrtransmitter and/or receiver is
another factor that contributes significantly tafpemance degradation. Frequency shift
keying (FSK) modulation techniques using phasehecent demodulation techniques
are least sensitive to these channel fluctuatiowksaae traditionally used for underwater
communications. Recently, coherent demodulatiorhriigmies to detect phase shift
keying (PSK) modulation and quadrature amplitude datation (QAM) have
demonstrated feasibility for use under water [19, Yarious forms of PSK and QAM
using coherent demodulation have shown a bit rateease of an order of magnitude
compared to modulation types that depend on inestiefetection techniques [18, 19].
The experimental conditions, however, were mositlyee very short range (<100m) in
the vertical direction or very deep water with ethcomplex, often non-real-time
detection, equalization and signal processing tecies at the receiver [18, 19]. Tests
using existing commercial modems with PSK modutatamnducted in the anechoic
chamber and anechoic water tanks at NPS demortsaatery poor performance, as will
be discussed in Chapter IV, whereas MFSK modulatiags generally reliable. Although
the developments in the field of coherent demodaiatook promising, it is so far
considered not yet feasible for Seastar purposeswWW therefore focus on modulation

techniques that do not depend on coherent deteatidraccept the bit-rate limitations.
1. M-ary Frequency Shift Keying (MFSK)

MFSK has proven to be a robust modulation scheme uoderwater
communications under various conditions [18, 19F3K [20-23] uses multipleM)

frequencies, offset from the carrier frequencyreépresentM different symbols, each

18



containingn, bits so thatM =2%. An MFSK signal is a pulse train as shown in Fegur

12 (e.g., see [20]) and is represented in the tor@ain by

x(t)=ZN:>§1(t—l;1), 0<t< T, (3.1)
n-1
where then™ pulse, representing one of thlesymbols, is given by
x,(t) = Acos( 27[f, +Af, T+¢,) rec(t__?'Sr] (3.2)
where
N: total number of pulses (symbols) transmittedrimetinterval Ot <T,
th: time instant in seconds when thépulse begins

Tq: total duration in seconds of the transmitted aidpulse train)

fe: carrier frequency in hertz

Afy:  frequency offset of pulse in hertz representing a unique symbol
&n: unintentional additional phase shiftrdf pulse in radians

T: pulse length (symbol duration) in seconds ofratividual pulse (symbol)
in the pulse train. One symbol is equahidits.

Ty

t t2
|—T|

00 01 10 11 01
f1=fc+Af1 f2=fc+Af2 f3=fc+Af3 f4=fc+Af4 f2=fc+Af2

Figure 12 An example of 4-ary frequency shift keying (MFSKng M =4
frequencies to represeM =4 different symbols.
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In (3.2), a rectangle function is used to shapephise, but other windowing
functions are not excluded. The duration of a syinThis given by
T=nT, (3.3)
whereT, is the bit duration in seconds. The total signafationTy is then expressed as
NT seconds. The additional phasg,is included because unintentional phase shiftiseat
transmitter are hard to avoid. If the frequencyeffis

Y
o, =2, (3.4)

wherek, is a positive or negative integer, then the irdlnal pulses are orthogonal even

with phase shift,, that is (e.g. see [21]),

<xm(t),xn(t)>=1 X,() %(9 dt= E 3., mmEL2..,M (3.5)

wheredm,nis the Kronecker delta anffl, is the energy contained in symimolgiven by

E, :<>gn(t),xm(t)>:_f\>gn(t)\2 dt:% AT me12..,N (3.6)

The factork, is an integer that determines the spreading ofrégriencies. One possible

set, the one that minimizes bandwidth and allovesb#éndwidth to be centered around an
optimum carrier frequency, ig,e{x1,£2,...,tM/2} and is used for this analysis. Other
sets such ak,e{+1,+3,...,£(M-1)}, which spread the frequencies more sparseb/ atso

allowed.

Now that we know the representation of the signathie time domain and the
conditions for orthogonality, we will proceed byding an analytical expression for an

MFSK signal that relates its bandwidth to bit ratel the number of bits per symbmq).
The first step is to take the Fourier transfornf31).This gives
. N . .
x( f) :ﬂeﬂﬂ(f”c)Tzsinc{[ f_( fc+Afn)]-r} gt gizatT
2 n=1
AT N (3.7)
AT rin(f-f)T : it T sj2minT
5 e ; sm{:[f+(fc+Afn)]T}e g2t
The frequency spectrum is therefore a series af-fsinctions with maxima at

f = f.+Af, and zero crossings that overlap each other exdctlgeneral,sinc(fT)
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equals zero atf =i/T wherei=%1,+2,.., and exists for all frequencies. An infinite
bandwidth is not realistic and therefore a judgmeatl is required for defining

bandwidth. Note that bandwidth is always measutedgathe positive frequency axis. A
rule of thumb for unit-amplitude sinc-functions tisat the bandwidth is equal to a

frequency interval Where}sinc(ijz 0.1. As Figure 13 shows|sinc(ij< 0.1 for

f >3/T, which refers to the location of the third zer@ssing of the baseband sinc-
function. Choosing the location of the next zerossing, such asf =4/T, or even

f =5/T, results in a more conservative estimate of sigaatwidth.

|sincifT)|

SVATEERTAWA
JVaVaVAVA'A N I AVAVAVAS

AT 5T 4T 3T -2T -7 YT 2T 3T 4T &1 6T
fl,Hz]

Figure 13 Magnitude spectrum afinc(f T ).

Although it is often common to determine the bardttvifor a baseband sinc-function
using f =1/T, it is really an underestimation. In this thesige will choose a
conservative estimate of bandwidth setfat5/T for baseband, unit-amplitude, sinc-

functions, although we do study the impact of otreues later in this section.
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The bandwidth of the MFSK frequency spectrum gitgn(3.7) is determined

next. An estimate of the maximum positive frequeoasnponentaxof (3.7) is
fox = fo +mMaxaf, +$, (3.8)
which, upon substitution of (3.4) arkd = M/2 into (3.8), gives
f  =f+—=+= (3.9)

An estimate of the minimum positive frequency comgaf, of (3.7) is

fo=f +minaf, -2=f-M1_3 (3.10)
T 2T T
Therefore, an estimate of the required bandwidthrémsmitting an MFSK signal is
BW = f - fmin:M-'-E):(M +1o)_1 (3.11)
T T T
Finally, upon introducing
1
==, 3.12
= (3.12)

whereD is defined as the symbol rate or baud in symbelsgecond, the bandwidth

formula given by (3.11) can be rewritten as

BW, =( M +10) D. (3.13)
Substitution of (3.3) into (3.12) gives
D=2 (3.14)
r]b
where
1
=—, 3.15
T (3.15)

is the bit rate in bits per second (bits/s).

Equation (3.13) is an estimate of the bandwidthanfMFSK signal in terms of the
symbol rateD and the number of unique symbds The definitions for bit rate and
symbol rate or baud in the literature are sometiowdusing since it may be unclear
whether these rates refer purely to informatios bit to raw bits including headers and

bits for coding and error detection/correction, eratly summarized as overhead. The
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definitions forD andR, as stated in this thesis refer to symbols and byésvincluding

overhead, meaning that the actual information madg very well be lower.

Before any conclusions are made on a suitable bitiaior a Seastar network,
(3.13) will be analyzed in more detail. For thisabsis, M = 2™ represents the number

of different symbols that can be created basechemumber of bits,. For example, if
n, =2, then there aréM =4 possible symbols consisting of two bits: 00, 00 ,ahd 11.
This requires four offset frequencies. Note thatbdd andD depend omy, the number
of bits per symbol. Therefore, the relation betwbandwidthBW, symbol ratdd, andM

can also be expressed in termsngfand the bit ratdR,, and is shown in Figure 14.
Rewriting (3.13) in terms af, gives

BW, = (2" +1o)%. (3.16)
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Figure 14 BandwidthBW in kHz of a MFSK signal versus bit ra®g in bits/s for
different number of bits-per-symbaipj. A reduction of the number of
frequencied\f, by reducing, does not always result in a smalBi.

At first glance, Figure 14 shows what is expectm: a given value ofny,

increasing the bit rate comes at the cost of irsingabandwidth. Examining the figure
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more carefully reveals an interesting phenomenos.nA increases, the number of
frequency offseta\f, increases and one would expect an increase iralsigandwidth.

This expected trend apparently breaks down fokedfivalue ofR, and for smalh, and

shows the opposite effect. The following examglestrates this numerically.

For R =1000 bits/s andn, =3 bits/symbol, the transmission bandwidth is
BW, =6 kHz. For n, =5 bits/symbol, BW, =8.4 kHz shows the expected increase in

transmission bandwidtBW,. If, on the other hand, a lower number of bits gnbol is

chosen, for exampl@, =2 bits/symbol, we findBW, =7 kHz, which is larger than the
bandwidth forn, =3 bits/symbol. This implies the existence of an imptn value forn,

for a given value oR, .

70

— Rb = &0 bits/s

GOV | —=— Rb = 500 bits/s
— Rb = 1000 bits/s

50} | —e— R, = 2000 bits/s

Bandwidth (kHz)

i} oTo T oTo i —

1 2 3 4 & 6 7 3
m,, (Mumnber of Bits / Symbol)

Figure 15 Bandwidth BW, in kHz of a MFSK signal versus, the number of bits per

symbol for different bit rateR, in bits/s. If a minimum transmission bandwidth is
desirable, an optimum value fog can be found neam, = 3.
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The optimum value fon, becomes obvious when plotting bandwi@¥ versus

n, for a givenR, (see Figure 15). If (3.16) is rewritten as follows
BW, = (2" + 22)%, (3.17)
wherez defines the number of zero crossings of the sunction (previouslyz=5), then
in order to find the optimum value aof that will minimize BW, for a given value oR,

andz, we need to solve the following equation:

n,
4 gy =R? [In p-L_ Zznbj:o (3.18)
dn, n, n n2
or
2z
nDIn2:1+2—nn. (3.19)
12 T
z=1
7=3
10 F 7=5 |4
8_ .
E_ .
2z
1+ > n,In2
4l i
2_ .
i} 1 I [N ] 1 ] 1 1 1
] 1 2 3 4 5 6 7 g 9 10

n, (Number of Bits/Symbol)

Figure 16 Graphical solution of the transcendental equatigargby (3.19). A more
conservative definition of bandwidth shifts theioptm value fom, from 2
(z=1)to 3 (z=3 andz=5).

Equation (3.19) is a transcendental equation wisichdependent dR,. Figure 16

is a graphical solution of (3.19) and shows thatdptimum value ofy, depends on the
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choice forz and, therefore, on the definition of bandwidth.uRding the values to the
nearest integer shows that the optimum values\faare: n, =2 forz=1, andn, =3 for
z=3 and z=5. The existence of an optimum number of bits pentsyl can be
explained by the relatively small impact that teent 2* in (3.16) has at low values of
n, compared to thé/n, factor. The term2™ quickly starts to dominate at values mf

greater than three.

The general impact oz on BW is shown in Figure 17. The definition of
bandwidth, again, is subjective and allows for bater- and underestimation of
achievable bit rates. The conservative choicezef5 results in aBW that is almost

twice as large as a bandwidth definition basecdherfitst zero crossingz=1).

12

LTI T ]
nn
M ) =

Bandwidth (kHz)
(s3]
1

U | 1 1 | 1 1 1 | 1
0 200 400 800 800 1000 1200 1400 1600 1800 2000

F"b (bitsfs)

Figure 17 Influence of the choice for the number of zero snogsz on bandwidthBW,
for n, =3. The relation betweeBW in kHz, R, in bits/s andzis given by (3.17).

We summarize this section by stating that a panacnahalysis can be performed
on MFSK signals. The analysis of (3.16) has rewkaeme interesting and useful

relations between bandwidBW\, bit rateR,, the number of symbolsl, the humber of
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bits-per-symboln, and the definition of bandwidth based on (3.7)eGhould be careful

and precise in defining the bandwidth for a singetion. This choice has a profound

effect on the maximum transmission bandwidth and mnen result in adjusting,

when minimizing bandwidth. Equation (3.19) and Feyd6 show that for a bandwidth

defined below the third zero crossing%1 or 2), the optimum value fon, is n, =2.
For a bandwidth defined by =3,4 or £, the optimum value fon, is n, =3. Although
this optimization forn, is useful for minimizing transmission bandwidthigite 14

shows that higher bit rates require larger bandwgidior given a value fon, .

2. Orthogonal Frequency Division Multiplexing (OFDM)

The OFDM technique has been claimed to be oneeofrthst promising future
communications technologies for achieving high date and large system capacity [24]
and is expected to be a valid and robust commuaitatechnique for underwater use
[19]. Although the performance has only been testadginally in an experimental setup
[25], simulations [25, 26] indicate that the teaju®@ allows avoidance of intersymbol

interference.

OFDM uses a multi-carrier modulation scheme to dnaib broadband data in
parallel overN orthogonal carriers which allows spectral efficdgrand eliminates the
use of guard bands between the carriers [24].itnstbction, we will derive a formula for
OFDM that allows us to analyze the relation betweandwidth versus bit rate and other
characteristics. This will then be compared to MESK analysis that was done in the

previous section.

The time domain equation for OFDM is given by Co{ZHh] as (see Figure 18)

N-1
X(t) =%, (1), Et<T, (3.20)
n=0
where
x, ()= A|W1|cos( ZT[ fC+Afn] t+ [ wn+£n) recEt __?_'SI-“ j (3.21)
d
w, =|w | €7, (3.22)
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Af :Tﬂ, n=01..N- 1 (3.23)

n
d

- 1, O<st<T,,
rect] 1290 |- ‘ (3.24)
T, 0, otherwise

and where
N: total number of pulses (symbols) transmittednmetinterval Gt <T,
W,:  complex-valued input symbol
Tq: total duration in seconds of the transmitted OFBilyhal
fe: carrier frequency in hertz
Af,. frequency offset in hertz

&n possible, unwanted phase shift in radians.

Ty

LU AVAVAVAVAVAVAVE

%, (t)

X,()

X(1) =2 %)

Figure 18 An example of OFDM withN =3 sub-carriers transmitting fof, seconds.
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The relation between the total duratidp of N simultaneous transmitted pulses, the
duration of an input symbdl in seconds and the bit duratidp in seconds is

T,=NT (3.25)
where

T=nT, (3.26)
and wheren, is the number of bits per symbol. The offset fremagies do not refer to
unique symbols as with MFSK. Instead, symbol maalutais achieved by varying the

amplitude (w,|) and/or the phasew,) of a sub-carrier.

Taking the Fourier transform of (3.20) resultshe following expression for the
complex frequency spectrum of an OFDM transmitigdad:

X(f) :%e—m(f-fc)mz| V\A|Sin0{[ f—( fc+Afn)] -,;} gimfls &iten 4

"0 (3.27)

%e—iﬂ(fﬁc)ﬂ; NZ_:l|V\(1|SinC{[ f+( fc+Afn):| Td} G imhTe gite,
n=0

where

Oc, =0w, +&,. (3.28)
As with MFSK, this frequency spectrum is a seriéssiac-functions with maxima at
f=1f.+Af, and zero crossings that overlap each other exad®gcall that
sinc(fT,)=0 at f =i/T, wherei=+1%2,.., and that|sinc(fT, )< 0.1 for f >3/T,
(see Figure 13) which refers to the location of tiied zero crossing of the baseband
sinc-function. In contrast to MFSKF, is not the center frequency — it is the lowest
frequency(n=0), thus making the maximum frequency offset

N-1

maxAf, = (3.29)

d
and the minimum frequency offset
minAf, = 0. (3.30)
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The bandwidth is defined as
BW, = f.— fun =[ f, + maxAf, +ij—[ f.+ minAf —?Zj (3.31)
d d
wherez is the integer number of zero crossings of the-finction that are used to
estimate both the maximum and minimum frequencypmmants. Substitution of (3.29)
and (3.30) into (3.31) gives

BW, = w (3.32)
Td
which, upon substituting (3.25), can be rewritten a
BW, = (1+ 22'1)_1. (3.33)
T
The input symbol rate, or baud, is (see [27])
Din:£:i:&1 (334)
T nT, n

where R, is the bit rate in bits/s. Finally, when (3.34)ssbstituted into (3.33), the

following analytical expression for an OFDM transtenl signal relating its bandwidth to

bit rate is found:

BW, :(1+ 22_1]5. (3.35)
N Jn,

The next step is to make a fair comparison withS¥{FOne way to do this is to

demand the same number of symhbdi$o be transmitted over a certain time perigd
for both transmission schemes and compake. It can be seen from (3.1) and (3.20)
that MFSK transmitdN symbols in series in the time interv§| as short pulses, each

with durationT, whereas OFDM transmits the same number of symhbgbarallel with

duration T, . Having thus ensured that a fair comparison isipés we start the OFDM
parametric analysis by settidg as the variable and observing the relation W&/ .
This is done simultaneously fa=1,3 and £, n, =3, and R, = 2000 bits/s as shown in

Figure 19. Two important trends can be observeuh frigure 19.
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First, it shows that increasing the number of sabriers reduces the bandwidth.
In other words, transmitting long symbol sequen¢age N) in parallel is favorable in
terms of bandwidth reduction. Note from (3.1) al@d29) that this increases the total

transmission duratiofi, for both modulation schemes in the same amount.

Bandwidth (kHz)

10° 10 10°
lagiV)

Figure 19 Bandwidth BW, in kHz versus number of OFDM sub-carriér$or
R, =2000 bits/s,n, =3, andz=1,3 and .

The second trend that is observed from Figure XBasthe bandwidth for any

reduces asymptotically to the same value, which Ryr= 2000 bits/s andn, =3 is
BW, =667Hz. Recall thatz=1 is most commonly used; =3 represents the case where
|sinc(f de< 0.7, and z=5 is the conservative case. This asymptotic behasialso
described by Couch [27] and by using (3.35) an84(Btranslates in our case as follows:

Forz=1:

BW, :(1+%j D, andifN> 10, therBW= [3. (3.36)
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For z=3:

n

BW, =(1+§j D and ifN> 50, therBW= D (3.37)
For z=5:

BW, :(1+%j D, andifN> 90, therBW = D (3.38)

n

As a rule of thumb, it can thus be stated that# (2z-1), BW, = D, .

Keeping n, =3 and letting N =100, the relation betweerBW, and R, for
z=1,3 and £ given by (3.35) is shown in Figure 20. Figure BOws that much higher
bit rates can be obtained by using OFDM compareth MFSK (see Figure 17) for

similar values oBW,. It also confirms thaBW, = D, for largeN and it shows that the

choice forz does not have a similar impact on requigM/, as is the case with MFSK.

Bandwidth (kHz)

Rb (bits/s) 4

Figure 20 Bandwidth BW, in kHz versus bit ratdR, in bits/s for OFDM withn, =3,
N =100, andz=1,3 and .

32



It may already be obvious from (3.35) that a langenber of bits per symboh()
reduces the bandwidth as is illustrated by Figdre 2

2.2

2F

18F

16}

14F

12F

Bandwidth (kHz)

1k

08

061

04}

0.2

1 2 3 4 5 6 7 8
1y, (Murnber of Bits/Symbol)

Figure 21 Bandwidth BW, in kHz versus number of bits per symbmglfor N =100,
z=5 and R, = 2000bits/s.

Finally, Figure 22 compares OFDM to MFSK far=1, 3and!, N =100, and
n, =3. It can be seen that for a givél), the required OFDM bandwidtBW, is always

less than the required MFSK bandwidth and thatatttéevable OFDM bit rate is much
higher than the MFSK bit rate (see Figure 17) fgiven BW, .

In summary, under similar conditions, OFDM requirsgnificantly less
bandwidth than MFSK to achieve a certain bit rRje The biggest advantage of OFDM
is that a highR, for a givenBW,, or a smallBW, for a givenR, can easily be achieved

by increasing the number of sub-carridMs Although OFDM may seem the best
modulation technique to use for Seastar, it mustrophasized that, to our knowledge,

no in-water experiments have been conducted yétdbafirm this behavior and that
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demonstrate similar robustness in the underwatanodl as MFSK. The developments of
OFDM for underwater purposes need to be followeakaly since OFDM has the
potential to be a future candidate for Seastariegipdns.

12[][][] T T T T T T T T T
------- OFDM z=1
------- OFDM z=3
I OFDM z=5 1
— MFSK z=1 MFESK
—— MFSK z=3 s
8000 | —— MFSK z=5 .
-
AE
£
T 6000} i
=
=
=
o
oo
4000 i
OFDM
2000 i
0 secgocur-- L oSS gttt Pttt f'""-:-'@-nu- 1
0 200 400 600 800 1000 1200 1400 1600 1800 2000

Ry, (bits/s)

Figure 22 Bandwidth BW, in Hz versus bit ratdR, in bits/s withz=1, 3 and |,
N =100, andn, =3 for OFDM and MFSK. To achieve a certéf), OFDM
requires significantly less bandwidth than MFSK.

B. PRACTICAL CONSIDERATIONS

Seastar involves half-duplex communications, megtiat the individual nodes
are not able to receive and transmit at the same. tCommunication ranges within a
Seastar network are confined to 500 m, by desigrbil nodes like unmanned undersea
vehicles (UUVs) or divers are not excluded fromnigepart of such a network. Seastar
anticipates an almost continuous information floen an arbitrary number of peripheral
nodes. A centralized configuration with a deterstici form of transmission control and
a central, sophisticated, Seaweb access pointpbleapé fusing data and accepting data

transmissions from cheap and unsophisticated nddeseduce cost, introduces
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asymmetry. Transmit and/or receive arrays contgimiultiple transducers are useful for
steering or focusing a signal to avoid unwantedtipiel arrivals and would provide array
gain. Cost constraints, however, make the use rafys+including the required signal
processors at the peripheral nodes—highly unlikelgwever, receive and/or transmit
arrays at the sophisticated central node are redti@ad.

1. Peer-to-Peer Communications

The centralized setup requires two-way communioabetween the central node
and peripheral nodes. Depending on the preferneoldgy and potential need for node-
to-node ranging and localization, communication agsb peripheral nodes may be an
additional requirement. This imposes a furtherrieggn on the geometry. Consider the
case of a uniform radial distribution of periphemaldes, as illustrated by Figure 23, for
the special case of five nodes, where the cerdrpktipheral node range in meters is
given by

R=\ I +(r/2)?, (3.39)
wherer is the peripheral node-to-node range in meterghitngeometry,
h= Rcos@ /2) (3.40)
where @ is the angle that symmetrically distributes peeiath nodes around the central
node as follows

6?=2—7T, (3.42)
n
with n being the number of nodes. At least six symmdtyicpaced nodes are required
to ensure communications at the maximum range legtweth central and peripheral as
well as neighboring peripheral nodes. Calculathregrange exces$®, given by

R,:r—R

x100%= [2Rsingz /n)- 1k 1009 (3.42)

that is required in case of fewer nodes or the geduangeéR.¢q to maintain neighboring
node communications is trivial and results in TableUsing fewer nodes imposes no

restriction when only central-peripheral commurimas are considered.
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r/2 r/2

Figure 23 Network geometry with five symmetrically distribdteodes. At least six
nodes are required to ensurg R.

n R reducedReq (r=500m)
2 100% 250m
3 73% 289m
4 41% 354m
5 18% 425m

Table 2 Required range excess and reduced range in césssdhan 6 nodes.

2. Transmit Transducer

The next issue involves the practical realization tlee transmission of a
modulated waveform, mathematically represented3bi)( A factor that severely limits
the useful band is the transmitting sensitivityelleor transmit voltage responsevR of
a transducer. Th&VRIis defined as the ratio of the pressure respohseti@nsducer to
the applied voltage and is commonly expressed its wf dB re 1luPa/V @ 1 m [7, 31].
In general thelTVR of a transducer over its operating band is nostant. The usable
bandwidth of a transducer is commonly describedth®y mechanical quality factor,

which is defined as
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Q =—¢ (3.43)

wheref. is the center frequency, or resonance frequenuyf,aandf, are the upper and
lower frequencies, respectively, at which the agerpower has dropped to one-half its
value at the resonance frequency [7, 28]. A hghrepresents a frequency response
spectrum with a sharp peak, whereas a @ywepresents a broader frequency response.
The TVRwill act as an additional filter on the transnutt@aveform. As an example, a
quick survey of commercially available transdud@® 30] shows that a o, of 2 to

3 is not unreasonable near the frequency banderieist.

Another limiting factor imposed by the transducethe rise time for a pulse to
reach steady state. Recall that (3.2) uses a getéumction to describe a pulse. The rise
time will affect the frequency spectrum that isnsmitted, which has an impact on
bandwidth and achievable data rates. It may afsetahe orthogonality of the individual
pulses depending on the modulation type. The nse in seconds to reach 96% of the

steady-state amplitude is give by [31]
f, =20

rise
fc

(3.44)

Another way of describing this is th@, cycles are required for the amplitude to build
up to 96% of its final value, or reduce to 4% sfitaximum value. Short pulses will be

affected relatively more than long pulses.
3. Multi-access Interference

Although an individual LAN manages its own intercbnnel access, it needs to
be considered that Seastar networks might openagach other’s vicinity. Interference
has a dramatic impact on the performance, as widhHown in Chapter V, and frequency
separation, resulting in bandwidth reduction, may tbhe only physical solution to

overcome this problem.
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C. PHYSICAL LAYER CASE STUDY

Let us, as an example, analyze the physical laygresforming a case study to
identify a reasonable transmission bandwidth, d&pamnd energy budget. Doing so
requires approximations and assumptions on seviretors such as transducer

performance and channel properties.

For wind conditions of 5-15 m/s shown in Tablehk optimum carrier frequency
can be found to be approximately 41 kHz. For coreraze, we choosk=40 kHz. The
practical bandwidth is governed By + NL versus frequency spectrum and transducer
properties. An additional consideration is that frequency band should be separated
from the Seaweb band (currently 9-14 kHz). Assuntinag aQy, of 2 is achievable, the
half-power bandwidth based on (3.43) could streficim 30-50 kHz which makes
BW, =20 kHz. For a transducer with@, of 2 and f, =40 kHz, applying (3.44) results
in a rise time of 5@s. If MFSK is the preferred modulation type, (3.£8) be applied to
determine maximum achievable bit raten|f=3 bits/symbol, thenM =2° =8, and the
modulation type becomes 8-FSK. Based on (3.13)(arid}), the maximum achievable
symbol rateD is thenapproximately 1100 symbols/s which makBs= 3300 bits/s.

Recall that overhead is included so the informatiate will be lower by a factor that
depends on the type of error detection and comeatbding applied, message header
lengths, etc. Using (3.12), the pulse lengttor a symbol would have a minimum length
of 0.9 milliseconds (ms) meaning that the ratia@f over T would be 6%. If OFDM

would be available, bit rates &% =5500C bits/s are theoretically possible for the same
BW, =20 kHz. Further analysis would be required to detaeid what extent the signal

would be affected by the rise time. It must be eagted that the frequency spectrum of
the transmitted signal given by (3.7) has been clwad by both the channel impulse
response and thBVR

The final step in our case study is to determinecaergy budget for acoustic
transmissions to a range of 500 m. To obtain a mgalevalue requires additional
approximations and assumptions. Firstly, our amalis limited to a single-frequency
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time-harmonic signal only, an&f =1 Hz in (2.15). We also assume a spec8iNR

required at the receiver to reliably detect an it signal. Based on experience with
commercially available Teledyne Benthos ATM-885 wstw modems, &SNR of
approximately 7 dB at the receiver input ensurg@sadability of detection of more than
95%. For a wind speed of 15 m/s and medium shipgersity, aTL+ NL of 105 dB at

f. =40 kHz can be extracted from Figure 9. However, tlwsivcaseTL+ NL for a

single-frequency time-harmonic signal under thes®ltions within the 30-50 kHz band
is 106 dB at 30 kHz. Adding the 7 dBNR to the maximumlL+ NL value results in a
requiredSL of 113 dB re luPa @ 1 m [see (2.12)]. In order to find the inplectical
power to achieve thiSL, we need transducdiVR and impedance data, since the root-

mean-square input electrical powBf,s, in watts (W) [32] is expressed as

2
P, =i% R=Ym R (3.45)
1|

whereims and Vims are the root-mean-square input current in ampanes voltage in

volts, respectively. The variabRis the transducer resistance afjdg the magnitude of
the transducer impedance in ohms. Althodgtan be expressed in terms of resistaRce
and reactanck, it is more common to express the characteristiegstransducer in terms

of admittanceY where

Y| -1 _Jew, (3.46)
|1Z]
with G andB being the conductance and susceptance, respgciived units fory, G and

B are siemens (S). Equation (3.45) can now be r@nrds

P.=V2G. (3.47)
A limited survey of available transducers [29, $lds aTVRandG at the resonance
frequency of 145 dB and 65Q05, respectively, as reasonable values. The inpatt ro
mean-square power, required to producglLeof 113 dB re iPa @ 1m can be found

from

10log(P,, )= 20log¥, . }* 10logG ¥ SL- TVR-10log( G. (3.48)
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Inserting the values f@L, TVRandG in (3.48) results in an input electig,s of 4.1uW
at 40 kHz provided that this is also the resondremuency of the transducer to generate

a SL of 113 dB. The energy required to transmit one lsyinof durationT =0.9ms,
represented by a single frequency, is therefdr&uw) [[0.9 ms)= 3.%10° J.

Calculating the energy to receive a message isttesgal as it depends on the
demodulator and amplifier used to detect and detbdesignal. To keep our analysis
general, we use a method for calculating energguwmption described in [33]. Although
the energy efficiency of signal processors hasem®ed over the years, it is likely that
receiving signals at higher bit rates requires memergy. We therefore do not make
assumptions on improvements of receiving powertake a typical value of 0.5 W based
on [33] for the power required to receive dataslimmary, to ensure transmission of a
single frequency signal at 40 kHz over a range(Qff B at wind speeds of 15 m/s and
medium shipping density with a commercially avdgabransducer, requires an input
electric root-mean-square power of 4\W, further referred to aByansmic ReCeption of
this signal under the same conditions required\D.further referred to aBeceive

The energy budget now fully depends on operatisatiings such as the type of
network, the expected number of transmissions;abis, packet size and the number of
modems that are part of this network. Nevertheliess useful to continue the analysis to
ascertain the order of magnitude of the requiregtggnbudget. To finalize this analysis
we consider a network consisting of one central enodeceiving data packets from, and
transmitting control packets to, six peripheral g over fixed ranges of 500 m. The
preferred modulation type is 8-FSK, each symbolsiimg of 3 bits, and the available
bandwidth is 20 kHz. Each peripheral modem is agsuto transmit one data packet of a
fixed length of 2000 bytes with 8 bits per byte3800 bits/s once every cycle and the
central modems transmit one 10-byte control pacie500 bits/s to each peripheral
modem each cycle. For each byte transmitted, aiti@olal redundant byte is added and
additional overhead created by headers, etc.herégl. Each transmission is successful
and no dead times between transmissions are coegdid@ne transmission from a central

modem to a peripheral modem therefore requiresiadgef
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8 bits 1s
X

Toonro =2% 10 bytes — = 0.32 secon.
byte 500 bits
One transmission from a peripheral modem to thé&raemodem requires a period of
T,..=2% 2000 bytes 8 bltsx Is 9.70 secor.

data byte 3300 bits
The total required energy during one cycle for agbeeral modem is now

E[otal, peripheral = Tcontrol |:F)receive-'- T datgptransmit
Etotal, peripheral = 0323]05\/\/'- 970§ 4“][\/ = 016\J

The total required energy during one cycle foradaetral modem is now

M
E[otal,central = Z Tdata mEPreceive+ T control rJ;P transmit
m=0
Eroral conras = 6[{9.70510.5W+ 0.318 4uW) =29J.

The difference between required energy at the aemtodem and the energy
required at any of the peripheral nodes is apprateiy two orders of magnitude.
Although these values originate from many assumptidghe difference is significant
enough to be taken into account. This differenclickvis mainly due to the fact that
receiving and processing a signal requires moreepdivan transmitting, will further
increase with a larger number of peripheral modentbe network. Added to this comes
the fact that the central modem is also respondinedata fusion and transmission
through a Seaweb network which makes the energygdiutietween central and
peripheral modems even more asymmetric. From glpetal modem’s perspective, we
have ignored the energy required by other companehthe peripheral nodes, such as
the sensor that provides data for transmissiona Dansfer from sensor to modem and
modulating this data requires additional energy tiegeds to be included in the peripheral

modem'’s final energy budget.

An assumed battery capacity at the central moderB06f watt-hours or 1.08
megajoules (MJ) that is fully available for the Stea network would allow Seastar
network operations for almost 26 days. This pemngalld require a peripheral node
battery capacity of 6000 joules (J) or 1.7 wattdsquermitting a smaller size and cost of

these nodes.
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The discussion regarding the physical layer of aste network is summarized as
follows. Seastar is able to operate at 500 m usinggher frequency spectrum than
Seaweb for a period of about one month. The optimamer frequency is 40 kHz and,
depending on the modulation type and signal pracgdschniques, bit rates of 3000 bits
per second should be achievable using MFSK moduland a spectral bandwidth of 20
kHz. The availability of OFDM could improve the pmmance by an order of
magnitude. The energy budget for central and pergilhmodems is asymmetric and
consistent with the envisioned topologies. Moreuaagte performance data requires a
further study of the effects of the transducer @imel communication channel on the
waveform, and an update of energy consumption densg modems optimized for

operation at the frequency band of interest.
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V.  DATA LINK AND NETWORK LAYER

This chapter provides a framework for the orgamzaof the dataflow within a
Seastar network. The set of rules for data exchangelled a protocol and consists in
our case of a layered structure as described ar&igl. Extensive research in the field
of access control during the last decade [19, 32,38-37] provides useful advice for
designing Seastar. Network issues regarding eetaction and correction that originate
from terrestrial networks are considered for thapplicability to Seastar. Finally,
tradeoffs regarding topology, the physical arrangemof stations, are presented.
Combining this information yields the design of eotptype Seastar network that is
discussed in the last section.

A. DATA LINK LAYER

The link layer is responsible for ensuring transiois across the physical layer
between two neighboring nodes and deals with symihation, error control and flow

control.
1. Access Control

Seastar is designed for multiple users to trangmarmation to a central node.
In this multiple-access environment, it is necegsaishare the transmission medium in a
manner ensuring that packets are transmitted withmarference from other network
users. Research for applicability of terrestrialltiple access control techniques for
underwater communication purposes [19, 22, 23, BppBovides useful tradeoffs. A

distinction can be made in deterministic and ran@dooess methods.

Available deterministic access methods are frequeindsion multiple access
(FDMA), time-division multiple access (TDMA) and ae-division multiple access
(CDMA). FDMA [23] simply divides the available bdwidth into N sub-channels,
whereN depends on the number of nodes in the networkceSive anticipate a large

number of nodes and a relatively small bandwidtiis aiccess method is dismissed as
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unsuitable. A theoretical variation of FDMA is siafrequency reuse based on a cellular
architecture [36]. This technique limits the usesnsity and is therefore deemed
impractical, but it could provide answers on quesi regarding interference between

clusters.

TDMA [23] provides the user with the full availadbandwidth by allowing only
one transmission at a time. The downside is thateidites an inefficiency because of the
long time delays required in the underwater chanFigle dispersion of the signal further
requires additional guard bands. Fixed time slaiy decrease the efficiency even further
when transmissions are shorter than the allocatesl Polling, or interrogating nodes by
a master node, is a way to overcome this and asymdhronization issues which keeps
the complexity of nodes low. However, it introducasditional overhead which also

decreases the efficiency.

CDMA [23] actually provides random access for ussirsce it allows signal
transmissions that overlap both in frequency aginre. It assigns a unique pseudo-
random code sequence to each user by spreadingfdneation signal across the entire
frequency band. The receiver is able to demodubsesimultaneous transmitted signals
because of the small cross correlation that thee cmhjuences have with each other.
Spreading can be achieved either by direct-sequespcead spectrum (DSSS) or
frequency-hop spread spectrum (FHSS). FHSS reqlesss complex receivers and is
more robust to multiple access interference tharls®®ut is also more sensitive to
Doppler shift effects. CDMA performance is sengtito the relative receive power of
simultaneous signals, and power control is requicechitigate this sensitivity. A recent
CDMA experiment [37] has demonstrated that low claxipy receiver algorithms are
realizable and effective. Although CDMA appearsh® a promising technique for
underwater communications, especially in the cdise reetwork with multiple users and
moving nodes at short ranges such as Seastar,res@arch needs to be done in this field

before it can be applied.

Random access methods like ALOHA, carrier senseipheiiccess (CSMA) and
multiple access with collision avoidance (MACA) ameviewed in [19, 22, 23, 34].

Peripheral nodes using ALOHA and slotted ALOHA [2@herally do not “listen” to the
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communications channel and transmit whenever daads to be transmitted.
Acknowledgement messages (ACK) report the receptiothe message. CSMA [22]
aims to prevent collisions by sensing communicati@ctivity and delaying new
transmissions until the channel is clear. Howetese, long propagation time limits the
effectiveness of CSMA for acoustic communicatiol®CA [22] uses request-to-send
(RTS) and clear-to-send (CTS) messages to estatdisimunications before transmitting
the data packets. In a positive acknowledgement KMA@tocol, if no ACK message is
received after the transmission is completed, thleplacket will be retransmitted until
reception is acknowledged. In a negative acknovdedegnt MACA protocol, the
transmitter assumes success unless it receivgseatreequest. Seaweb is an example of
successful implementation of MACA under water. RES-CTS messages could further
be used as probe signals for adaptive modulatiopoarer control. Although MACA
reduces the amount of retransmissions significaritlyntroduces additional overhead

prior to every data transmission.

Although random access methods are flexible, threynat very suitable under
water when an almost continuous flow of informatiogtween nodes at short range is
expected. The large amounts of collision avoidaogerhead or retransmissions will

cause large delays and make the network inefficient

Based on the previous outline, we shall pursueusieeof TDMA as the favorable
access method for Seastar. In order to overconfieutifes regarding synchronization
and predefined time slots, and to avoid the needyochronized clocks, it is necessary
to introduce some form of central control. This higoe provided by a polling
mechanism or a token to be passed from node to fAtdkeissue will be addressed in the
section that discusses the network layer. In thamm@e, developments in the field of
CDMA in the underwater environment need to be fe#d closely for application to

Seastar.

2. CRC, FEQ and SRQ

Error control refers to mechanisms to detect andeco errors that occur in
transmissions. One of the most common error detecthechanisms is the cyclic
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redundancy check (CRC). CRC is described in dbtaBtallings [22] and is based on the
calculation of a code that is a function of thesbiteing transmitted. This code is

appended to the information packet and introducsasall amount of overhead.

Two error correction mechanisms, forward error @ction (FEC) and selective-
reject automatic repeat request (SRQ), will be flyrigiscussed from a Seastar

perspective.

One approach is to prevent retransmission by iotiod) redundant bits so that
the receiver is capable of correcting any deteetedrs. This is the principle of FEC.
While we do not want to divert towards a discussiagarding available coding
techniques for FEC, it may be obvious that moraimedncy comes at a cost. The term
code rate which is related to FEC refers to a méftrt expresses the overhead required
to carry data at the same data rate as withoutdlde. Code rates of 1/2, meaning that
twice the bits are required, are no exception. FE&y take many forms and tradeoffs

regarding overhead versus probability of error $thde considered.

Node A Node B
1. Node A initiates a S 2. Node B is prepared to receive a large Data
link-layer dialog with CTS packet as a result of RTS/CTS handshaking.
Node B.
HDR
3. Node A transmits a 4. Node B receives 23 sub-packets successfully;
4600-byte Data packet 4 sub-packets contained uncorrectable bit errors.
using 16 256-byte sub-
packets, each with an 5. Node B issues an SRQ utility packet, including
independent CRC. a 16-bit mask specifying the 4 sub-packets to be
retransmitted.
6. Node A retransmits (/SB.Q/ 7. Node B receives 3 of the 4 packets
the 4 sub-packets successfully (future implementation of cross-layer
specified by the SRQ DR time-diversity processing will recover 4 of 4). B
mask. issues an SRQ for the remaining sub-packet.

9. Node B successfully receives and
8. Node A retransmits /SRQ/ processes Data packet.
the 1 sub-packet
specified by the SRQ. %

\/ Y

Figure 24 An example of selective automatic repeat requeRQQ)SAfter [38]).
Retransmission of corrupted sub-packets continagkthbe full packet has been
received successfully.
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SRQ is a form of error control that is already sssfully incorporated in Seaweb
and is well documented by Kalscheuer [38]. SRQesetin the detection of bit-errors by
the receiver using CRC and results in retransmrmssidhe corrupted data. The principle
of selectivity refers to the possibility of retramsting only a portion of the message
instead of the full message. This requires thatitite packet be divided into smaller sub-
packets each padded with its own CRC bytes. Theddentage of SRQ is that it incurs

latency and overhead.

Both FEC and SRQ can be applied simultaneouslyaasbken done for Seaweb.
Harris et al. [3] studied the combined effects pplsing FEC and dividing the packet
into smaller sub-packets. Both FEC and SRQ haveveproeffective and are
simultaneously suitable for Seastar applicatiornse &ffects of sub-packet size and SRQ

on the network performance is discussed in Chafiter

B. NETWORK LAYER

The network layer performs routing functions to ldeathe transfer of data
packets from a source to a destination via onearemodes. It is responsible for setting
up, maintaining and terminating connections analwves knowledge about the structure
of the network. A topology defines how end pointaametwork are interconnected and
how data flows. Optimizing the topology is essdntra terms of capacity, energy
consumption and reliability of the network. We feawr discussion of the network layer

on suitable topologies to describe the Seastararktstructure and data flow.

Some common basic topologies are bus, star, rirh tese [22]. Seaweb is
normally structured with a tree topology. For Sagsive narrow our candidates to the

star and ring topologies, although hybrid formsmhige options as well.

A star topology typically connects all nodes to ammon central node. This
central node acts either as a hub that collectd@ses information that is received, or it
acts as a switching device where it relays inforomatrom one node to another. In a ring
topology the network consists of a set of repeatersnected by point-to-point links

forming a closed loop. Information flows in anylmth directions. Both topologies have
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one crucial shortcoming: a single point of failatethe central node for the star or any of

the nodes in a ring. We cannot tolerate full nekfailure and mechanisms will need to
be implemented to avoid it.

Figure 25 Star versus ring topology

1. Star Topology

For Seastar to operate in conjunction with Seawkb, star topology would
function as follows. The central node receives rnimiation from the peripheral nodes,
fuses it and sends it as an information packetutjintoSeaweb. The central node also
behaves as a local command-and-control (C2) nod&dastar. A polling mechanism
serves to avoid packet collisions, and error coiwacin the form of SRQ is issued as
necessary from the central node to the periphardési The polling mechanism, which
consists of a short utility packet containing addranformation, invites peripheral nodes
to transmit data if available. Control informatisach as preferred output level or bit rate
could be included. The downside of this mechanisihat it introduces overhead but it
makes unnecessary the need for handshaking (RT3-&i0Sexplicit acknowledgements
(ACK). None of the peripheral nodes need to recaifermation from other peripheral
nodes which simplifies both the network logic adlwas the modem hardware. In order

to reduce the complexity of the peripheral modemendurther, the brief C2 messages
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are transmitted at relatively low data rate and weeiably received with a simple
demodulator. Conversely, the data transmissioma freripheral to central node are done

at high bit rates.

The star topology is less susceptible to netwoilkirathan the ring. The central
node, required to run the network, is its weak paimd unfortunately the only way to
avoid full network failure in case of central noehalfunction is to have a backup node
available in the network that could assume its dirtythe close presence of multiple
clusters this may be achieved by reassigning thiphmeral nodes to neighboring LANSs.
Another option is to have a mobile node availabiat tould replace the failed central
modem. In summary, backup options would either iregsignificant advance planning

or redeployment of spare hardware.

Once the choice for a topology is made, it is neagsto determine the most
efficient strategy to operate the network. Thiglame with the aid of a simulation tool
developed for this purpose and which is documeirie@hapter VI. Early simulation
experiments narrowed the number of strategy options star topology down to two.

Both are described in more detail now.

o

® © o o

O o O O

Figure 26 Candidate Seastar star topology strategies are(left) which allows SRQ
expressed by red arrows and P1E (right) that doease this error correction
feature. Poll and data transmissions are exprdssgdeen and black arrows,

respectively.
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a. Star Topology Strategy Type P1D

Strategy P1D, as it shall be defined here, is gecallf explained in Figure
27. It uses a short utility message, representetarfigures by a green arrow, which is
transmitted omnidirectionally from the central namepoll a specific peripheral node.
Upon reception, this node replies by omnidirectipn@ansmitting its data, preceded by
a header containing information regarding the aust®f the message such as source
address, sequence number, message length and nafrdaér-packets. If the CRC of a
specific sub-packet fails, an SRQ, representedhenfigures by a red arrow, is initiated
and, if necessary, repeated until all sub-packate lbeen successfully received or the
maximum number of SRQ retries has been reachede @wcfull data packet has been
received by the central node it processes it alld fiee next modem. The polling will

continue uninterrupted.

Successful Poll CRC+SRQ Fail Poll Fail
central peripheral central peripheral central peripheral
Poll
Poll (1)
Poll WAIT 2;33
i\é‘@/ WAIT
WAIT Checksum If max poll
arrnr Dat (1) Poil (1 retries
WAIT oll (1) exceeded:
Data (1) ’ SRQ PktOOS)
maxretries % Data (1)
: abort
Data (1)
Packet out of Sequence ACK Fail
central peripheral central peripheral
SRQ(1)
Poll \
Data (2) Data (1)
Rec (2 / / WAIT ACK
Exp(1}—SRQ(1) ACK
SRQ(Y Re-txmit ‘\:;::z TIME OUT:
At 140bps Data (1) Re-txmit
/ Hata
Data (1) [WAIT ACK ACK
ACK(1)

Figure 27 Graphical explanation of the P1D strategy as deedrin 1V.B.1.a.
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If the poll or SRQ utility packet is corrupted, data transmission ensues
and a time-out period for reception at the cemale indicates that something has gone
wrong. In this case a retransmission of the utiicket is issued until either the data
packet is received or a maximum number of SRQ drrptsies has been reached. In the
case of maximum SRQ, the packet is aborted andidemesl lost. In the case of a
maximum achieved number of polls, the peripheralenmaintains track of the data and
its sequence number for transmission at the nestecyt the next cycle, the choice can
now be made for the central modem to either askhiatest, most up-to-date sequence
number (so implicitly aborting the previous number)to have it issue an SRQ for full
retransmission. In this last case, as well as fioreseen situations where a packet ends

up out of sequence, an explicit ACK for receptisiissued by the central node.
b. Star Topology Strategy Type P1E

Strategy P1E is based on P1D but does not perfobapacket recoveries.
The motivation for this variation is to supportwetk operations where low latency is a
higher priority than transmission reliability, thfessoring a low amount of overhead. All
corrupted packets are consequently aborted. P1g, tiogvever, poll again upon failure
but this is limited to one additional attempt. Tdescription for P1E is therefore the same
as for P1D but excludes SRQ.

Successful Poll CRC Fail Poll Fail
central peripheral central peripheral central peripheral
Poll (1)
WAIT
Poll (1)
Poll (1) If subpkt orf
WAIT header WAIT %
fail: abort Data (1)
packet If 2" fail
Range
Data (1) Aborted

Figure 28 Graphical explanation of the P1E strategy as desdnn IV.B.1.b.
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2. Ring Topology

Although we will refer to a ring topology, the ideatually diverges from the
traditional ring since the central node is includ&dis is not only required to connect
Seastar to Seaweb but it also provides the poisgitol perform centralized C2 duties in
case of network failure. The main difference witle tstar topology is the absence of a
polling mechanism from the central modem. Insteadioken is passed between
neighboring peripheral nodes without interrupticoni the central modem. Not only does
this reduce overhead but it also reduces the ermggumption at the central modem. A
peripheral node is only allowed to transmit datarupeception of a token that is received
from the previous node in the cycle. Because tkertas transmitted omnidirectionally,
address knowledge between neighboring nodes isreggand included in the token.
Data packets are also transmitted omnidirectioniily processed by the central node
only. The data transmission is padded by the uddaleen, which cues the next modem
to transmit data. It is obvious that a ring topglagquires not only communications
between central and peripheral nodes but also leetweighboring peripheral nodes,

which makes the ring less suitable for indepengentiving nodes.

/,
‘

Figure 29 Candidate Seastar ring topology strategies are(let, which does not use
SRQ, and T3A (right), which allows SRQ as an indéggl message within the
token, updated by the central node every cycleemdkansmissions are
expressed either as green or as red-green arrahdada transmissions as black
arrows, respectively.
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As with the star topology, RTS-CTS and ACK messages not required but
introducing SRQ or token retransmission is more @arated since C2 occurs on two
levels. In case of a corrupted token, retransmmsaiould have to be coordinated between
neighboring nodes whereas corruption of sub-pacieetsandled between central and
peripheral nodes. This complicates the networkcl@gid forms the basis of creating two

variations on the ring theme as described in tHheviing subsections.
a. Ring Topology Strategy Type T2B

Strategy T2B involves passing a token amongst érglperal nodes and
can be compared to P1E in the sense that it doeprovide SRQ. The central node
receives and processes all packets that are recsiaeessfully and aborts all corrupted
packets. In case of a corrupted token the netwawkild normally fail completely.
However, the central node will sense that no datmansmitted and will retransmit the
token to the last expected address after a timepeubd. If still no data packet is
received the central node will reinitiate the tolagain but now it is addressed at the next
peripheral node in the cycle. Figure 30 provideswarview of the network logic.

Successful Transmission CRC Fail Token Fail

Central Periph.1  Periph.2 Central Periph.1  Periph.2 Central Periph.1  Periph.2

Data (1) Token

Data (1) Token Data (1) Token
WAIT 3

Subpkt
corrupted:
abort pkt

No activity| Token
resend
token

WAIT

Data (1)

Data (1)

Figure 30 Graphical explanation of the T2B strategy as dbescdrin 1V.B.2.a.

b. Ring Topology Strategy Type T3A

An alternative ring strategy introduces an addaiohop in the ring by

passing the token though the central node andesreel to as T3A. During a cycle, the
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central node stores information regarding unsuégkssib-packet transmission from

each peripheral node. The token, now expressed rag-green arrow, is designed to
carry additional information or instructions, suah SRQ, and is updated by the central
node. The token carries this information with itthe ring and delivers it at the target
node. The length of the token utility packet therefscales with the number of nodes in
the networks but clever design can reduce the iadditoverhead. Upon reception of an
SRQ, the peripheral node will both retransmit cpted (sub-)packets and transmit new
data in the same cycle. Unsuccessful retransmissiuidhgenerate no new retransmission
because of long latencies for that specific messagkthe full packet will be aborted.

The same time-out logic as with T2B is implemernitedase of token failure. Figure 31

summarizes the logic of T3A.

Note that with the graphical descriptions of P10 a8A, an unsuccessful
poll or token generates a packet-out-of-sequeraatsin. This just occurs for simulation
purposes. Actual implementation could include eith@cket abortion or retransmission
in the subsequent cycle.

Successful Transmission Token through Central Node CRC Fail
Central Periph.1 Periph.2 Periph.2 Central Periph.1 Central Periph.1 Periph.2
Data (1) Token Update Data (1)
~ mem:
WAIT Token Token SRQ(fulh ~Token
~ ~— Update Data (1) ~—
mem: SR
(subpkt)
Token Fail Packet out of Sequence SRQ
Central Periph.1 Periph.2 Central " Periph.1  Periph.2  Periph.3 Central Periph.1 Periph.2
Data (1) Token [~ IO fn Token
WAIT:2 =4 Retxmit . S Updated
Time out 1then Data (1) #F token
Restart Token txmit 2 Tok Update [l
token at "~ ~ o~en Token with —
next S~ =~ mem Data (1) Rev SRQ:
address Token Rexmit +
(PktOOS at Data (1) Token - new data
Maxtoken: "~ Clear mem ~
update L
mem Data (2) Data (1)
SRQ(1)
~—
~
If 2™ SRQ / -
Abort Pkt
Update
mem Data (2)

Figure 31 Graphical explanation of the T3A strategy as désctin IV.B.2.b.
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V. SEASTAR PROTOTYPE IMPLEMENTATION AND SEA
TESTING

A. PROTOTYPE IMPLEMENTATION

A Seastar prototype was developed to test the porafea centralized network
with through-water acoustic links. The followingad® formed the basis for the Seastar

prototype:
» Verify suitability of asymmetric acoustic links &ir and water,

» Develop a prototype network, demonstrate the fdagiln air and provide
initial performance metrics,

* Demonstrate the feasibility in water and providemfitative and qualitative
analysis.

The first two goals were achieved by performing eskpents in the anechoic
chamber and the anechoic water tanks at NPS. T¢teglal was achieved by an

experiment as part of AUV Fest 2007 in Panama City,
1. Asymmetric Link Experiment

For the asymmetric link experiment, a commercialilable Teledyne Benthos
ATM-885 subsea modem, an ATM-891 deck box and an4B8 omnidirectional
transducer were used. Both the ATM-885 and ATM-8&fe uploaded with standard
commercial firmware version 5.5. The modems opeiratdhe 9-14 kHz band and are
designed to communicate over distances up to 5Tkra.modulation type can be set to
either multi-channel MFSK with bit rates varyingirin 140 bits/s to 2400 bits/s or PSK
with bit rates varying from 2560 bits/s to 15360sk. Transmit power levels or source
levels can be set at 164—-185 dB rgPla @ 1 m in water which corresponds to 102-123
dB re 20pPa @ 1 m in air. Communication ranges in the anechater tank varied
from 10 cm to 4 m whereas ranges in the anecha@ambler varied from 10 cm to 1 m.
Interaction with both the ATM-885 as well as the -AU8 through the deck box was
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established by connecting the RS-232 feeds on thaems to two USB ports on an HP
Pavilion DV5000 laptop computer. IOGEAR USB-to-sériadapters were used to
connect the RS-232 devices to the USB ports. SyesaRtocomm Plus provided a
graphical user interface (GUI) to interact with thedems.

One interpretation of an asymmetric link was tesasily. Transmitting short (9-
byte) control messages from the deck box to the A884 modem followed by a long
(up to 4096-byte) message reply was trivial. Thet meep was to test asymmetry with
respect to bit rate. Both in air and water, trartsng at the lowest available bit rate (140
bits/s) and replying at the highest possible b# far MFSK (2400 bits/s) produced few
problems although some transmissions failed at 2#8fs. Transmitting messages at
lower bit rates (up to 1200 bits/s) using FEC andimg was never a problem, which

demonstrates the benefits of applying error coiwadechniques.

The last asymmetry that was tested involved furtherement of the bit rate by
switching to PSK. Some occasional transmissionessg®s at 2560 bits/s were achieved
but this was hardly enough to make it feasiblepiactical application. Higher PSK bit
rates with this setup failed in every attempt.

ATM-885 modem

ATM-891 deck box
AT-409 transducer

Figure 32 Experimental setup for asymmetry tests as desciibtds section.

The overall conclusion of the first experiment isatt asymmetric MFSK
transmission using commercially available modem®rictical for Seastar prototype
purposes. However, transmitting at even higherdtés using PSK modulation could not
be achieved with the same equipment and was threrédand not suitable for prototype

implementation.
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2. Seastar Prototype Development in Air

Once the asymmetry possibilities were known, thesg&e prototype could
proceed. The ATM-891 deck box and AT-408 transdwmenbination represented the
central node and five ATM-885 modems served aspperal nodes. An unsuccessful
attempt was made to use a Briuel and Kjeer PULSEyzevafor impulse response and
frequency-time measurements and at the same tine ih&unction as a tool to trigger
recordings by means of a matched filter. The eqeimwas later replaced by a
G.R.A.S.-type 40AF free field microphone and typ&AR 1/2" pre-amplifier
combination, connected to the laptop and powerea I6y.R.A.S.-type 12AA module.
The application that was used to perform the tineetiency spectrum recordings and

analysis was Spectrogram version 15.1.

ATM-885 modems

[ Lnf
— 7
ATM-891 deck box

AT-409 transducer
— =0

laptop power unit microphone

Figure 33 Experimental setup for Seastar prototype in anectitamber as described in
this section.

In a later phase of the experiment the AT-408 ttaner was replaced by one of
the peripheral modems as can be seen in Figurdl34.replacement had no further
impact on the experiment. The laptop was alwayseoted to the central node and one
of the peripheral nodes and served as a GUI to sentmand messages, manipulate

modem and network settings, and provide real-tieegllback on transmissions.

1 Spectogram v. 15.1, Visualization Software LLQpHtwww.visualizationsoftware.com/gram.html,
Accessed 2 December 2007.
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The topology that was most easy to create withatta@lable equipment was a star
topology. A ring topology would have required saite modification in the modems.
The first step was to determine a way to implenaepblling mechanism. Fortunately an
existing 9-byte utility packet was found suitabte gerform this function. The ASCII
command “AT$BT", wheren refers to a modem address was originally develdped
acoustically order modem addrass$o transmit the contents of its data buffer. Tls¢ad
buffer is usually filled with data from a sensoattlis hooked up to the serial port. For our
purposes, an 1850-byte test message was manuddigdaol and stored in the buffer of

all peripheral modems and resided there until & wanually erased.

Figure 34 Seastar prototype setup in NPS anechoic chamberirsfpone central node
and four peripheral nodes. The range between thehaeal nodes is
approximately 1.5 m.

We now had a 9-byte polling message (ATHBT0 poll any modem and have it
respond by transmitting an 1850-byte data packat was divided into eight 256-byte
sub-packets, a Benthos modem feature. To introthecasymmetric link, the poll was set
to be transmitted at 140 bits/s, followed by a deeket transmission at 800 bits/s. The
next step was to automate the polling mechanisns fEguired an algorithm that had to
run from an external CPU that was connected tocdmral modem through the RS232
connection. Since the algorithm had to be instatieca UNIX-like driven CPU during
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the follow-on experiment at sea, the choice wasearadexchange the laptop computer
for a Linux machine. Since we abandoned the PSKufatidn, there was no need to
continue working with the commercial code and abdems were uploaded with the
Seaweb source code, version 17.3, providing the emsdwith extended network

features, such as SRQ, that would be useful irpototype Seastar implementation.

The C algorithm, as shown in Appendix A, is a miadifion to the original
software used on the Seaweb Racom (radio/acoustieneinications) gateway buoys to
allow interaction with the Seaweb network. The ipgll algorithm includes several
recovery features and additional delays to prevesitvork failure and performs an
automatic restart in case of a full network crabhe challenge lay in the fact that the
newly developed polling algorithm needed to workconjunction with the existing
Seaweb modem firmware. For example, the polling toabe suspended whenever a
transmission is corrupted to allow SRQ. Upon susfagstransmission, the polling

mechanism must then automatically retake contrdlamtinue the polling cycle.

Handshaking through RTS-CTS as well as explicitnaekedgements through
ACK utility packets was disabled with SRQ enablgdsktting the modem’s S-registers
as follows: S33=3, S34=0, S57=0. With these sedfitandshaking only occurs upon
network initialization and whenever the central mamdcomes out of low power state. A
10-second delay after data transmission was builioi avoid overlap of polling and
retransmission of full packets in case of a packetef-sequence situation. As a final
recovery mechanism, a 10-minute timer was insdrteétie code to enable an automatic

network restart in case of full network failure.

Upon detection of multiple simultaneous transmissjahe central node ceases
polling for 10 minutes to allow all modems to assuanlow-power state and, in doing so,
clear all sequence-number memories. The pollingcgaed by a new handshake,
automatically resumes after this silent period. pedrogram of a single round-trip
transmission containing a poll and a data replylmseen in Figure 35.
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poll data

Figure 35 Time (horizontal axis) and frequency (vertical axecording in water of 9-
byte poll at 140 bits/s followed by 1850-byte datansmission at 800 bits/s.

With these settings, the network is able to openatier the influence of physical-
layer faults. We will refer to a single round-ttipme (RTT) as the time required for
transmitting a poll followed by a data transmissinadluding delays. An average single
RTT without retransmissions was measured to be $2cbnds. The exact RTT depended
on random delays that are introduced by the Bentim$ems as a built-in feature but the
deviation was never more than 3% of the averagaev&or five peripheral modems this
would mean that the average cycle time would be s.7Bhis value was found to be a
useful metric since it indicates the mean time letw data transmissions from a
particular Seastar modem. We will further refethe cycle time atatencywith units of
seconds. The latency is also affected by the amotimetransmissions required and
therefore implicitly indicates the reliability of tapology. If SRQ is disabled, however,
the latency will remain constant at an unsuccegsdimsmission but the reliability drops.
A second metric that does account for this andezmgily be measured is thember of
dropped packetslt is, however, desirable to evaluate this humbeependent of the
amount of packets that were transmitted. We thezeformalize the number of packets
by expressing it as a ratio of the number of unsssftilly transmitted packets to the total
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number of packets as a percentage. From a newtficiency perspective, it is useful to
know the efficiency outilization of the channel. This third metric is defined as thtio

of time T; required to transmit information bits over theatdime T; required to perform
this transmission. The total time includes overheadsed by headers, CRC, redundancy,
retransmissions, and necessary polling or tokelityupackets. As an exampld; for
1850 bytes at 800 bits/s would be 18.5 s, but as stewn before]; is 34.5 s. The
dimensionless utilization is therefore 18.5 s daddoy 34.5 s which is 0.536. In other
words, only 54% of the channel availability wasaéintly used to transmit information.
The last metric is related to the channel util@atbut expresses the efficiency in a more
operational sense. It is defined as the numberapfsmitted information bits per RTT.
This metric is further referred to aformation throughputind has units of bits/s. As an
example we will use the same data as above andndetethe information throughput
for our experimental setup to be 8 bits/byte tirh850 bytes divided by 34.5 s which is
430 bits/s. In other words, although 800 bits/s tix@sphysical-layer bit rate, this specific
experimental setup only achieves a maximum netWay&r bit rate of 430 bits/s, which
is again 54%.

Conclusively we can state that a first Seastar opype, using a polling
mechanism, was successfully developed, tested riraral analyzed. The analytical
metrics that were found useful are: informatiorotighput, channel utilization, latency,
and dropped packets. These metrics are used thoautte rest of this research. For our
in-air experimental network, the following valueene found: information throughput
430 bits/s, utilization 0.536, latency 173 s andeao percentage of dropped packets,
recognizing that these values were obtained undeysh perfect test conditions by using
the anechoic chamber. Now, we analyze the perfocenan this version of the Seastar

prototype while deployed in realistic conditionsat.

B. EXPERIMENT PLAN

In June 2007, a Seastar prototype was tested iervehtring the AUV Fest
demonstration at St. Andrews Bay, FL. The goal wasgemonstrate the feasibility in

water of the prototype described in the previougige and provide a quantitative and
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gualitative analysis. The plan consisted of depigythe network in shallow water in a
moderate shipping area to observe influences afralaand man-made interference on
the network performance. To measure network peidioga quantitatively in metrics of
information throughput, channel utilization, latgrand dropped packets it was necessary
to use equipment capable of recording number aatlisstof received poll and data
packets as well as SRQ utility packets, all taggdith time stamps. For a qualitative
analysis it was required to associate the sucdessid anticipated unsuccessful
transmissions to the channel conditions, possibisensources, and network settings.
Direct access to the network to manipulate settiags observe related performance
would allow additional quantitative and qualitatiamalysis data and could provide

calibration data for future network simulations.

The available hardware consisted of five TeledymamtBos ATM-885 modems
that would serve as peripheral nodes and a ceRmabm gateway buoy that would
perform the function of central node and gatewath&Seastar network. To achieve this,
the Racom was equipped with a Teledyne Benthos SBERPCB modem board, an
AT-408 omnidirectional transducer, Iridium satelicommunications and FreeWave
radio. It further contained a central processing (@PU) that was used to upload the
polling algorithm as well as the original algorittimenable manual network access. Not
only did this allow changing network parameters tulso permitted troubleshooting
and uploading the C program in case debugging efcitbde was required. Last, the
Racom allowed local storage of network data whiotmied a backup in case of radio
communications failure. Remote monitoring of théwwek would occur from a Seaweb
server [39] at Naval Surface Warfare Center (NSWR@phama City, FL. To ensure
gualitative analysis, a moored sonobdaapable of recording raw acoustic data such as
network transmissions, shipping, and other interiee (e.g., see [40]), would be
deployed within 200 m of the central modem. Theadatorded by the sonobuoy were
transmitted to a laptop ashore and could be andlyeal time by the Spectrogram
application. Analysis was further informed by coathity-temperature-density (CTD)

2 SeaLandAire Technologies, Inc. http://www.sealaredeom/currenptojects.php. Accessed 2
Decemeber 2007.
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profiles and other local data at the experimemt, sitich as wind and visual and/or surface
radar tracks, that were collected both by SPAWARt&ys Center San Diego and US
Navy METOC personnel.

Figure 36 Upper picture shows a peripheral modem attach@dateight, acoustic
release and a floating body for vertical positignand recovery. Lower pictures
show the sonobuoy (left) and Racom buoy (right).

C. EXPERIMENT SETUP

1. St. Andrews Bay

St. Andrews Bay is connected to the Gulf of Mexaad is part of the intra-
coastal waterway system. The Seastar test sitelogased 1 km east-southeast of the
main commercial port, as can be seen in Figurd B&.water depths at the site vary from
8 m to 13 m and the bottom consists of an acouistiabsorptive mud/silt composition.
Surface temperatures during the experiment werergliy over 30 degrees Celsius and a
moderate southwest breeze usually developed irafieenoon causing an average sea
state of 1 (0-0.1 m).
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AUVfest/Unet 2007 Trials

St. Andrew Bay, Panama City, Florida
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Figure 37 Geographic overview of AUV Fest / UNET test sit@wing the Seastar
prototype network geometry in combination with tlegth contours in meters.
Panama City’s main port lies 1 km west-northweghefcentral node.

Occasional tropical rain showers causing severgatiams in the sound velocity
profile were expected; however, none occurred dutite actual data collecting phase.
Two series of CTDs taken prior and during deploymresulted in sound-speed profiles
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(SSPs) as shown in Figure 38. The absence of heamyand wind during the week
caused the SSP at the test site to remain staibleugh a negative gradient developed

near the surface.
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Figure 38 SSPs taken at the test site show only a sligheass in temperature over a
period of a week and the development of a negatiadient near the surface.

Sound propagation predictions based on the SSP3ufoe 7, one of the actual
data collection days, are presented in Figure 3% figure was generated by a Matlab
application developed by Torres [41] that uses Bedhop Gaussian beam tracing
acoustic propagation model. Torres demonstratedBehop is suitable for modeling
high-frequency acoustic propagation in shallow wated performed several case studies
for St. Andrews Bay. Even though our experimendusedium frequencies, the model
provided useful data for determining the most slgaleployment depth for the modems
to ensure communications. The Bellhop model showsdoavnward refracting
communications channel and surface and bottom loyaths. The almost isospeed

channel also supports direct-path propagation, hwhig most favorable since it
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experiences the least transmission loss of allirpaths. The bottom-surface interactions

induce expected multi-path time dispersion of 23 ms
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Figure 39 Bellhop predictions for 7 June at a location betwide Racom and T7 show a
downward refracting communications channel thaivadl direct path. Multi-path
arrivals due to bottom and surface interactionsaése expected.

The average multi-path delay as measured by themsdvas 0.72 ms. Compared to the
predicted maximum of 23 ms, we can conclude thanthain propagation path during the
experiment was direct path and interference dumutii-path delay is not considered to

have been a significant factor. The nearly statipn@most isospeed channel conditions
therefore made the environment at the test sitd sgted for underwater acoustic

communications.

Noise sources consisted mainly of shipping, wind sea life. Shipping noise was
episodic, arising from small private vessels andasmnal commercial vessels. Traffic
associated with AUV Fest also contributed to shigpnoise. The most significant noise
source in our operating band, however, appearedogointerference from other
experiments in the bay that used Teledyne Bentlamems.

The maximum observed wind during the actual datagawas 15 knots which,
according to the Wenz curves [17], leads to amhieige levels of 47-50 dB on the 9—
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14 kHz band. Although the effect of noise produbgdshipping generally diminishes
above 1 kHz as shown in Figure 6, interference frasasels crossing the network at

close range was observed.

Noise generated by shrimps and other sea life Wwasreed and recorded but no
causal interference could be verified during thedgr

Variability in the noise was mainly dependent oe #utivity of the other Seaweb
experiments being conducted in the bay and washatiteably influenced by natural
conditions at all. Overall, the propagation andseaionditions were favorable for testing

the Seastar prototype network.
2. Network Setup

All five peripheral modems were deployed at range$00 m from the central
node (Figure 37) causing an average one-way prdéipagaelay of 0.3 s. The geometry
of the channel and presence of other networksernvitinity did not allow a symmetric
setup but this was not a requirement for the pgltrategy. In accordance with the
Bellhop propagation predictions, the modem tranetiuiwere positioned at 3 m from the
bottom. The transmit power levels of the centralenand peripherals were set to 179 dB
re luPa @ 1 m. The acoustic baud rates of the peripinedés and central node were
set to 800 bits/s and 140 bits/s, respectively. pbkk and data message as well as the
SRQ, RTS-CTS and ACK settings (S33=3, S34=0, S5rerpined unchanged from the
in-air experiment. Based on the 500-m range andntaé experiments, an average RTT

of approximately 35 s was expected.

As stated before, the control of the network anid decording were supposed to
occur remotely using a server ashore. Howevernieahproblems with both the Iridium
modem and the FreeWave modem left local recordm¢he Racom as the only option.
This also implied that the network could not beuatgd or manipulated once it was
deployed, which limited the scope of the experimeatl tests were therefore

autonomously conducted with the above settings.
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D. NETWORK EVALUATION

Two trials were performed. Trial 1 started on Junat 12:00LT and lasted until
June 8 07:30LT. Trial 2 started on June 8 at 10T18hd ended at 16:30LT that same
day. Trial 2 included a controlled run by a smalabover the network. Both trials started
with a failure from unknown causes, which activatiee 10-minute out-of-action period
that was hard-coded in the polling algorithm. Iisvadoserved that the intended 10-minute
silent period lasted almost two hours. We hypotteetiiat interference from the adjacent
Seaweb network that used similar modems is theecwghis unexpected behavior. The
activity of these modems prevented the Seastar medsom going into a low-power
state, which made a fresh restart impossible. Gmeectivity of the other network had

ceased, the modems entered a low-power state andgtart occurred as intended.

[ Successful transmissions

B Dropped packets

H Recovered packets through SRQ

Dropped packets due to maximum
SRQ retries

Dropped packets due to unsuccessful
poll

Figure 40 Summary of Seastar prototype performance in water&/99.3% of the
transmissions were successful.

During these trials, where 26 hours of network apen was achieved, a total of
2031 successful data transmissions were made bgethgheral nodes (see Figure 40).
Only 17 packets were initially unsuccessful, but df4these were recovered through
SRQ. An additional 12 packets were dropped becthes@oll was never received. The
total number of sub-packets that were corrupted 5&sThe relevance of this number

can be found when considering selective retransomssthrough SRQ versus full
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retransmission if selectivity had not been usedtelad of 34816 bytes, only 13568 bytes
had to be retransmitted, which is a reduction afcst 60%. Only three packets were
found out of sequence and they were all retransthgticcessfully. Including the network
failures at startup, a total of three full netwasklf-recoveries occurred and human

intervention in the network was never required.

Packets corrupted
Range aborted

Packet out of sequence
Packet aborted

10+

OR0N

Sub-packets corrupted

Address

Figure 41 Summary of unsuccessful transmissions during Trfar Addresses 3-7.
Addresses 4, 5 and 6 experienced the most intadere

Trial 1

Address 3] 4| 5| 6 7
Sub-packets 4 | 3 3| 5|1
Corrupted 5 1|5

3| 2

4

1
Polls corrupted 1| 3] 3 1| 2
(missed packet)
Packets out of - 2 - - -
Sequence
Packets aborted due - - 1 1 -
to maximum SRQ

Table 3 Summary of amount and description of unsuccessdnbmissions during Trial 1
for Addresses 3—-7.

69



The percentage of successfully transmitted packeis 99.3%. A summary of
unsuccessful transmissions is found in Figure 4l Figure 42 as well as in Table 3 and

Table 4.

Bl packets corrupted

o7 [ Range aborted
Bl packet out of sequence
5T 1 packet aborted

Sub-packets Corrupted

Address

Figure 42 Summary of unsuccessful transmissions during Prial Addresses 3—7.
The number of unsuccessful transmissions was teddde of statistical
significance but the trend is similar to Trial 1.

Trial 2
Address 3
Sub-packets 4
corrupted 3
Polls corrupted - 1 1 - -
(missed packet)
Packets out of - 1 - - -
sequence
Packets aborted due - - - 1 -
to maximum SRQ

N
g
W o
1

Table 4 Summary of amount and description of unsuccessdnbmissions during Trial 2
for Addresses 3—-7.

We now express the performance of the Seastartgpatmetwork in water under
the above-described conditions in terms of the iogetrsed during the in-air trials. The
average latency in water, based on the data inr&i48, Figure 44 and Table 5, is 181 s
compared to 173 s during the in-air experiment.e@asn the latency, an information
throughput of 408 bits/s is found with a channdliastion of 0.51. The percentage of

dropped packets is 0.7%. Only a small portion af frerformance degradation can be
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attributed to the longer propagation delays. Thgomeontribution comes from the fact

that unsuccessful transmissions and retransmisseursed additional delays.

O:17:17
% 0:14:24
€ ____ add
£ o11:31 ress 3
= —— address 4
< 00838 address 5
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c - 3
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Figure 43 Latency (vertical axis) measured during Trial le feaks are due to either
long retransmissions or full network restart.
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Figure 44 Latency (vertical axis) measured during Trial 2e eaks are due to long
retransmissions.

Address | Trial 1 Trial 2
h:mm:ss h:mm:ss
3 0:03:01 0:03:00
4 0:03:01 0:03:03
5 0:03:01 0:03:03
6 0:03:01 0:03:03
7 0:03:01 0:03:00

Table 5 Average latency for specific modems during botalgri
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From a qualitative perspective, we would like tsasate the unsuccessful
transmissions with certain events or conditionse Bonobuoy was a superb tool for
identifying interference sources. Four unsuccessfmsmissions occurred due to the
passage of a small boat, another four were caugadldrge boat and four transmissions
were corrupted due to interference from the ne&d&gweb network, although it must be
mentioned that most of the Seaweb transmissions ndid interfere with Seastar
operations. The cause of one unsuccessful tranemissould not be determined. All
other failures occurred at time intervals duringakithe sonobuoy data were not logged.
Recordings of marine mammals’ sonar occurring en3leastar band did not indicate any
negative interference. An example of an SRQ and ditansmission due to the passage
of a small boat is shown in Figure 45.

Figure 45 Interference due to passage of small boat causi{@. S

Addresses 4, 5 and 6 required the most retransmssnd the majority of the
dropped packets also originated from these addsedseowing the causal relation
between interference from both shipping and thev@bamodems, it is not a surprise to
find that these addresses are both in the shipgiagnel and in close proximity to the
Seaweb network. On the other hand, no reasonse#éound for the exceptionally good

performance of Address 7, since it was closeshé¢opbrt facilities and also close to the
Seaweb network.

We conclude this chapter and the experiment seguevith the following

statements. The Seastar prototype has been sudcesdir and sea trials. The star
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topology in combination with a polling mechanisns lpgioven to be a robust strategy that
is able to operate autonomously for a long peribdeeds to be mentioned that we were
not able to manipulate network parameters and tatresults were obtained under
favorable conditions. Although interference fronipging and Seaweb was observed, we
must take into account the fact that Seastar wilbperating in a higher frequency band.
Since the anticipated operational environment lradagities with the test site, further
testing with future high-frequency modems in themesanvironment is strongly advised.
Although the network was reliable, it was foundttttee performance was limited. The
low data rates in combination with the polling (TBMstrategy resulted in relatively
high latencies and a low information throughputisTivas mainly due to the built-in
random delays and the additional 10 s delay thas vemuired to ensure smooth
cooperation between the Seaweb software and thali@galgorithm. Smart integration
of both algorithms and reducing the delays in thedvare could greatly increase the
network performance. Further gains may be realimedptimizing the network strategy.
Since existing hardware does not allow easy impiagat®n of strategies such as P1D,
P1E, T2A and T3A, this will be done in the next gtea though simulation.
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VI. NETWORK SIMULATION

Having demonstrated a Seastar prototype usingadlailSeaweb equipment, we
now explore various networking strategies by simdpthem on a computer. The
simulation allows us to analyze, evaluate, andnoige various candidate strategies. The
output metrics of the simulations are presentedtarms of channel utilization,
information throughput, latency, and dropped pack&he results of the experiments

with the prototype network described in Chapterrdvjde a perfomance benchmark.

In the first section of this chapter we discussdetip of the simulation. The next
section shows parametric results for the four nétwsirategies (P1D, P1E, T2B and
T3A) described in Chapter IV. We conclude with answary of pros and cons for these
strategies. This then forms the basis of caseedutiat are performed in Chapter VII.

A. SIMULATION SETUP

Matlab source code for the network simulation ityfahown in Appendix B. We
designed the simulation to provide the possibitifyanalyzing multiple network types
simultaneously under similar conditions. Networkgvaeters, to be described soon, can
be set either as single value or as an array afegalThe simulation is time and event
driven and depends on random processes to triggéairc events, such as failure of a
transmission. In order to generate statisticallgvant results where the effect of outliers
is insignificant, each simulation is repeated adanumber of times. The simulation
duration as well as the number of simulation repeanh be set manually. This is also the
case for the SNR threshold levels above or belovwehva certain event will occur. Even
though these levels are arbitrary, the eventsatetriggered behave like they are caused
by noise so that the effects of performance degi@d@n the communctaions can be
studied. Each networking strategy is evaluated kaneously under the same conditions
and each strategy is initiated with the same satmft parameters. All the output metrics

are averaged over time and over the number of atioul repeats.
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1. Input Parameters

The code has multiple input parameters that deternthe performance of a
specific strategy. Since no general underwater fttouUAN network data are available,
the data obtained from our experimental Seastarofyfze, such as delays between
transmissions, length of headers and size of wtpackets, served in many cases as
“general” input data. Often, the values are fanfroptimum but since this was the only
way of calibrating the model versus a real systeoh since all strategies experience the
same effects of these input parameters, a compatmiween the four candidate
strategies is still valid. Since many parametergehgelatively similar effects on each
strategy, a selection of critical parameters haldetanade to emphasize the difference in
character of each strategy. The following critipatameters are assessed to be useful and
significant for expressing the fundamental differenin network strategy and the effects
of varying these parameters are studied in the sentton:

» Bit rate (high), used for transmitting data packets

» Bit rate (low), used for transmitting utility padkeand occasionally for

retransmissions.
* Number of peripheral nodes.
* Packet size.
* Sub-packet size.
e Maximum number of poll or token retries.
e Maximum number of SRQ or ACK retries.
» Trigger level.

Each parameter is assigned a default value fosithalation as shown in Table 6.
Most of these values are based on the settingseoBeastar prototype and the Teledyne
Benthos ATM-885 modems as used during the in-watperiments. Although we expect

performance improvements for a future version odsEs compared to the prototype,
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such as higher bit rates and shorter delays, waodattempt to optimize the settings
before all relevant parameters have been studigch 8ptimization will be attempted for

the case studies in Chapter VII.

PARAMETER |REF [UNITS|DEFAULT PARAMETER REF [UNITS IDEFAULT
Number of nodes n [1 6 packet size D, | [bytes] 2048
wake up time twu [s] 0.4 sub-packet size Dsp | [oytes] 256
acquistition time tacg | [S] 0.28 bit rate (data) Ry1 | [bits/s] 800
size of utility packet d [[bytes] 9 bit rate (utility) Ry> | [bits/s] 140
size of crc derc |[bytes] 2 maximum SRQ retries Msrq [] 3
size of header dnw [[bytes] 14 maximum ACK retries Mok [ [] 3
delay poll-data t41 [s] 1 maximum poll retries Mool [ 3
delay data-poll tao [s] 2.9 maximum token retries [ Mgken| [ 1] 3
delay manual tas [s] 0 trigger level 0=min 1=max « [1 0.05
delay data-SRQ tas [s] 0.7 simulation period T [hrs] 10
time out period tys [s] 7.5 simulation repeats A [1 100

Table 6 Input parameters, including abbreviations useddtarence. Most of the default
values are based on the observed performance &ethgtar prototype during the
in-water experiment.

2. Functions and Threshold Levels

The simulation code uses functions to perform @ertalculations. For example,
function INIL.m is used to set network parameters] unction COLLECTDATA.m is
responsible for collecting the performance datahef networks initialized with these
parameters. Each network strategy is implementedessribed in Chapter IV by a
function containing multiple loops to simulate areet-driven network operation of finite
duration. The first strategy function that was mes@& in the simulation, however,
represented an almost exact copy of the Seastantype and was used to test and
calibrate the several other functions so that thtput values matched the performance of

both the in-air as well as the in-water experiments

Each strategy function calls event functions tofqrer specific actions such as
polling, data transmission or SRQ. Many of thesacfions contain pseudo-random
number generators that are summoned each timaic&dn is called. The numbers that
are generated are compared to threshold levelsathaset by a single parameter in the

INI.m function, known as the threshaodd This is done for convenience, and to ensure a
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consistent relation between these levels. The deelt are set by are called L1, L2, L3,
L23, L4, and L5 and determine the probability okets to occur, as can be seen in
Figure 46. If a random number is generated betwdeand L2, it is interpreted as an
unsuccessful poll or token and so a data packabigransmitted from the peripheral
node. Depending on the strategy, a retransmissibfollow until the maximum number
of retransmission attempts is reached. If a poltaken is successfully received by a
peripheral node, a new random number is gener#itatle value of this number lies
between L2 and L3, the data packet is consideretugted and the transmission is
unsuccessful. The level L23 determines if the failmvolves the header of the packet or
one or more sub-packets. In the case of a corrumader, a time-out period is activated,
followed by a full retransmission if the networkategy permits. In the case of one or
more corrupted sub-packets, a retransmission fell@gain depending on the strategy,
until the full packet is successfully received ontiu the maximum number of
retransmissions has been made. The success oéasmission is determined by L4. The
level L5 just sets the lower level to zero.

These sequences of events, including retransmssiod dropped packets, then
have an impact on the RTT and/or the amount of ttatesmitted. Flags can be set by
functions to memorize actions that require follogvduring the subsequent cycle, such as

retransmissions in case of T3A or the occurrence pdcket-out-of-sequence situation.

L1
poll/token
unsuccessful .
L2 * retransmission
eader successful B
corrupted L1:1
123 L2=1-a
sug-pacEe! L4 L3=1-2a
corrupted — L23=L4=a
L3 retransmission L5=0
unsuccessful
transmission
successful
L5

Figure 46 Graphical representation (not to scale) of the migdion of levels as set by
thresholdo. The levels determine the probability of a ceranent to happen.
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Because of the random occurrences of events anthrpe variations in output
that this process generates, our performance asalgpends on a Monte Carlo-type
method to find statistically significant output uak. Although this method, as introduced
in [42], describes a statistical approach to stdifferential equations that occur in
various branches of the natural sciences and sigcdo not provide these differential
equations, the method is applicable to our caggestrfinds the most likely outcome of a
multi-parameter process. By having the simulatisadpce a multitude of randomly
generated possible outcomes and average them,naeafimost likely behavior of a
specific strategy under certain conditions. The MdDarlo method requires a significant
number of outcomes, hence the multiple repetitiohss network simulation over a
significantly long time. As Table 6 shows, all silaiions were conducted for a simulated
time of 10 hours and averaged over 100 realizatidpsillustrate this numerically, we
consider an average performance outcome (e.gnckatd60 s) for the four strategies
using the default settings of Table 6 in a noigefenvironmento=0). During these 100
realizations of 10-hour network operations, apprately 135,000 transmissions
occurred and were used in calculations to estimatest probable outcome. This count
varies, of course, with changing parameters (éogger packets reduce the amount of
transmissions, higher bit rates increase this amdout it shows that the number of
events is sufficiently large for applying a Montar{d-like approach. We will now

discuss how the output parameters are obtained.
3. Output Metrics

Channel utilization, information throughput, latgn@nd dropped packets are
measured as follows. Each address receives aptken utility packet and transmits its

data. The total timd,

xmit ?

including overhead and retransmissions requioegérforming

this round-trip transmission and the total amouhtirdormation DATA including
retransmitted packets, is stored for each addfdss.simulation also keeps track of the
number of dropped and successful packets. Thesables are used to update the total

transmission time and total transmitted informatfon each node ., and D

modem?

respectively), for each cycld( . and D respectively) and for the total simulation

cle cycle?
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duration (T, and D, , respectively). The latency is calculated by sungmi_ . for

otal ? cycle

each cycle. The information throughput over theqeer is calculated by dividindd,

by T.. - The channel utilization over the peridds obtained by taking the ratio of the

otal *

information throughput D, /T, ) and the bit rat®,. The percentage of dropped

packets during the period is simply the ratio of the dropped packets over tbtal
number of transmitted packets. Finally, all thecakdted values are averaged over the
total number of realization#\, resulting in a set of statistically significanttput
parameters for channel utilization, informatiorotighput, latency, and dropped packets.

4. Limitations

The simulation has certain limitations in representthe performance of the
candidate network strategies. First of all, thatsgies themselves are ideal models of
possible future implementations. Packets endingutpof sequence, for example, can
easily be avoided in this simulation since corrdgiackets will either be retransmitted or
dropped. In order to analyze actions respondiripeadetection of a packet that is out of
sequence, a packet that is dropped after an ursafateoll or token is artificially placed
out of sequence. The network now has to solveditistion during its next cycle. In a
real situation this packet would just be droppedreransmitted depending on the
network design.

Although the simulation has been calibrated usixggeemental data in terms of
performance metrics, the threshelds just a value between 0 and 1 and the levels tha
depend ona do not represent true noise levels or SNR valié& simulation can
therefore not be used to analyze the performance specific geographic region or to
determine network settings prior to operationalloypent. This would require a more
sophisticated model and additional environmentaliirparameters.

Another important limitation is that the propagatidelays are set for a fixed

inter-nodal range of 500 m and therefore do notidethe flexibility to analyze network
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performance when repositioning the nodes. Nor dogagoport analysis of mobile nodes.
Generality of the simulation was not possible daetiine constraints, but should be

relatively easy to implement.

Overall, the simulation is found useful for providiperformance comparisons of
the four network strategies of interest. The cadiéeixible enough to analyze other forms
of networks strategiesof so required. We now prddeeusing the code for a parametric
analysis of the strategies P1D, P1E, T2B, and T8Aerms of channel utilization,

information throughput, latency, and dropped packet
B. PARAMETRIC ANALYSIS

Throughout this section, we vary one relevant patamat a time, while keeping
all others default as given by Table 6. In somdaimses it is necessary to study the
effects of a certain parameter in more depth, whichy require adjusting other
parameters. Deviations from the default setting$ te clearly announced. Setting
parameters to values that have earlier in thisigh&swn not yet realistic is justified in
anticipation of future technical improvements. Amatjustification is that trends become

more clear and differences more profound when airayover a larger range.
1. Bit Rate

Recall that the asymmetric concept involves twordiés, a high bit rate for data

transferR, and a low bit rate for utility packefs, . The simulation for analysis d§, is
conducted forR,, =[500, 1000, 4000, 10000, 20000, 40000] bits/s.dasmgR,, over

this range, as is done in Figure 47, which showesdtfect on utilization, information
throughput, latency and dropped packets, doeseseiltrin a linear improvement of the
information throughput and results in very low chaln utilization for all network
strategies. At large values f& , the network performance is limited by the amount of
overhead, consisting of (propagation) delays andyupackets. This also sets a lower
limit for the latency.
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To study the influence of communications overheadnbre depth we consider

the following input parameters;, =0.2 s, t,,,=0.14s,t,, =0.7 s,t,,=0.7 s, t,, =3.5

' tacq

s and R, = 4000 bits/s. With these improved values, a better mi@tion throughput is

observed (see Figure 48 for P1D) but overhead rereaconstraint.
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Figure 47 Increasing the bit rat&, (horizontal axis), expressed in terms of utiliaati

throughput, latency and dropped packets, has &eliha@ffect on improving the
network performance because of the increasingvelatfluence of overhead. All
other input parameters other thRy) are set to default values.

It may be obvious that P1D proved to be the mdsilie network type under
these conditions because of its SRQ ability. Thenlver of dropped packets in the
simulation is independent of the bit rate. Base@xperiments described in Chapter IV it

should be taken into account that higher bit ratesen caused by a reduction of
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redundant bits, generally do result in an increasetransmission failures. T2B
demonstrates the best information throughput amdedd latency but at the cost of
dropping 5-6% of the packets. Overall, all netwstiategies were affected to a similar

extent by an increasedR, and performance for all strategies was limited thg

correspondingly increased influence of overhead.

6000

5000

4000

3000

2000

Information throughput (bitsfs)

1000

—0— P1D: reduced overhead | |
—8— P1D: default overhead

0 05 1 15 2 25 3 35 4
Bit rate - data (bits/s) x 104

Figure 48 Reducing communications overhead, here shown fbr, Piproves the
information throughput of the network but still adrains perfromance at high
Rp1. Input parameters for this study compare the devalues with optimized
values.
Increasing the utility packet bit rate by settirig), =[50 100 200 400 800]

improves the information throughput and reducesniey for all strategies. Strategy T3A
especially benefits from a reduced overhead bechome consumed by the additional

hop is reduced. Notice that in Figure 49, unlikéhR ,, the channel utilization increases
with increasingR,,. Although increasingR,, improves the network performance, we
anticipate a relatively higheR, in future Seastar implementations and so it mast b

recognized that increasing the bit rate has itssighay limits due to the inevitable

overhead caused by delays and network headers.
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Figure 49 IncreasingR,, (horizontal axis) improves network performance and

efficiency in terms of information throughput arntthanel utilization, and
simultaneously reduces latency. All input paranmsetgher tharnR , are set to

default values.

2. Packet and Sub-packet Size

In general, larger information packeB, result in good channel utilization and

information throughput since the percentage of loead is reduced. For an analysis
where D, =[256, 512, 2048, 8192, 16348, 32768] bytes, it lsarobserved (see Figure

50) that the advantage in terms of information tigigout and channel utilization of
network type T2B is slightly reduced at packet diamger than 7 kilobytes (kbytes),
although it still shows the lowest latency. P1D arg&h have about the same improved
information throughput at larger packet sizes. @éasing packet size seems favorable but

it unfortunately also results in a longer latensgg Figure 50).
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Figure 50 Increasing the size of packely, (horizontal axis) improves the information

throughput and the channel utilization but hasgatiee effect on the latency. All
input parameters other thdd, are set to default values.

The latency, however, can easily be reduced byeasingR,,. Figure 51 shows
the effect of packet size with increas&yj, (10000 bits/s) andR,, (4000 bits/s) and
settingt,, =0.2 s, t,,=0.14 5,1, =0.7 s, t,, =0.7 s, t,, =3.5 s for P1D. Not only

does this reduce latency, it also further improtres network performance in terms of
information throughput. Increasing the packet stzerefore needs to be considered in
conjunction with other parameters but again, thgatiee effects of overhead are a

limiting factor on information throughput.
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Figure 51 Simultaneously increasing packet size (horizomta)aand bit rate (dashed
line) improves both the information throughput fiefs well as the latency (right),
as is shown here for P1D.

The percentage of dropped packets is unaffectetidopacket size but a potential
risk for longer latencies develops when noise kevetrease and full packets need to be
retransmitted, as is shown in Figure 52, where0.2 and the other parameters are set to

default values.
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Figure 52 Increasing size of packets in a “noisier” enviromtn@ = 0.2). Full packet
retransmissions cause long latencies for SRQ-algtegies. Non-SRQ strategies,
on the other hand, drop an unacceptably large ptxrge of packets. All input
parameters other thald; anda, are set to default values.

We now turn our attention to the effect that thegté of sub-packets has on the

network performance and sedb, =[64, 128, 256, 512, 1024, 2048] bytes, with

D, =2048 bytes. It should be mentioned that g parameter does not affect P1E and
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T2B since these two strategies lack the provismretransmit data packets. Varying the
sub-packet size shows us some interesting resaitadtwork types P1D and T3A as

shown in Figure 53.
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Figure 53 Reducing the size of sub-packedg, (horizontal axis) shows an optimum
value nearD, = 500 bytes under default conditiofrs = 0.05) for P1D and T3A.
Since P1E and T2B do not use SRQ, chandigdoes not have any effect. All

input parameters other thdn,, are set to default values.

Both show a maximum value for channel utilizatiord anformation throughput

and a minimum value for latency, resulting in atirnpm sub-packet size dd,, =500
bytes. At values oD, below the optimum, the network performance is ddgd due to

the additional CRC overhead associated with a tangenber of sub-packets. At values

of D, above the optimum, the network performance is alept because of the lengthy

retransmissions that need to be made. The posifitine optimum is determined by the
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amount of noise that is introduced. As an exampkeseta =0.2 in Figure 54 to show
that increased noise levels cause the optimumitbteithe smaller sub-packet sizes as
may be expected.
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Figure 54 The position of the optimum size of sub-packBtg is determined by the

amount of retransmissions that is required. Inéngaethe “noise” by setting
a =0.2 causes the optimdD, to shift to smaller values, in this case

D,, =100bytes. All input parameters other théy, ando, are set to default
values.

In general, large sub-packets will cause longeaydelin a noisy environment
since many retransmissions are anticipated. Brgalinthe packet into many small sub-
packets reduces the latency. In relatively noise-nvironments, however, the negative
influence of CRC overhead due to the larger nundiesub-packets contributes to a
decreased information throughput as well as lotgency.

Increasing bit rates and reducing delay®, €1000C bits/s, R, =4000 bits/s,
tw=02s,t,=014s,t,=07s,1t,,=0.7s,t,=3.5 s anda =0.2) removes the

presence of an optimuD, and favors T2B and T3A over P1D and P1E as is show

Figure 55.
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Figure 55 Operating at higher bit rates with reduced delaydescribed above reduces
the appearance of an optimum value iy and favors T2B and T3A over P1D

and P1E.

In general, small sub-packets are preferred inynemironments and T3A is the
preferred strategy under these conditions.

3. Number of Peripheral Nodes

Recall that our simulation uses fixed propagatielfags whereas a change in the
number of nodes actually requires adjusting thasges. For example, from Table 2 we
find a range reduction of 146 m for=4 which agrees with 0.097 s for a sound speed of
1500 m/s. Even when considering a round trip trassion of 10 s, the difference in
transmission time is less than 1%, so ignoring@mge adjustment has a negligible effect
on the calculations. As expected, the number ofesaghly has an effect on latency.
Figure 56 shows that, except for T3A, there is nmgpact on channel utilization,
information throughput or dropped packets when yamad) for n=[4, 6, 8, 10, 12]

peripheral nodes.
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Using default settings, T3A shows a degraded pexdioce in terms of utilization

and information throughput with increasing numbemodems.
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Figure 56 For P1D, P1E and T2B, the number of peripheral sadborizontal axis)
only affects the latency of the network. The infatian throughput of T3A
decreases with increasingecause of the increasing length of the token. All
input parameters other thanare set to default values.

A surprising result arises when the low bit ra®,, which determines the
transmission speed of utility packets such asdken, is increased from the initial value
of 140 bits/s to higher speeds. For this analysssetR, =10 kbits/s. Figure 57 shows
the appearance of a maximum value for informatimoughput, shifting to the right
(larger number of modems) for increasiRg, and finally resulting in the reverse effect,
namely an improved performance for increasing nundfenodes. Recall that T3A

requires a hop through the central node to updeteaken and that each additional node

adds bytes to the token. The explanation for trenpmenon observed in Figure 57 can
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be found in the fact that at loviR, (e.g., 140 bits/s) the performance of T3A is
dominated by the overhead due to the increasingtheaf the token. At highR,, the

reduced impact of the “central node hop” through d@ldition of more peripheral nodes
dominates the relative loss of an increased tokegth. Careful design of the token as

well as applied bit rates for network type T3Ahsitefore paramount.
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Figure 57 Increasing the number of peripheral nodes (horedamtis) atR , =140 bits/s
(R, =10 kbits/s) results in a decreased information thhpug for T3A.
IncreasingR,, as shown toR, = [300, 600, 1000, 2000], reverses this effect.

In general it can be stated that more nodes méaghar sensor/modem density at
the cost of increased latency.

4. Number of Retransmissions

The maximum number of retransmissions determines how many times a
specific packet is allowed to be retransmitted beefbis dropped. For this analysis we set

m=m,= My = M= Me,=[1, 2, 3, 4, 5, 6, 8. The effect of increasingsthi

parameter clearly depends on the amount of noipesed upon the network and in order

to observe a sufficient number of retransmissian$ @mphasize the differences, we set

a =0.2. Since P1E and T2B do not allow for retransmittoayrupted data or utility

packets, the maximum number of retransmissions doesffect these strategies. The
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outcome of this analysis (see Figure 61), shoulthtezpreted with some reserve. Recall
that, for simulation purposes, a packet is putafigequence once the maximum number
of poll or token retransmissions has been achieMsdally, an event like this does not

happen very often but since the simulation for dpiscific parameter includes extremities
(e.g.,a =0.2 in combination with small values fam), packets do end up out of sequence

frequently. When that happens, full retransmissioaurs at a bit rate oR, instead of
R,., which has a dramatic effect on the network pemnfmice of P1D and T3A. Although

the results for lown may underestimate the performance, the analysisafil because it
shows the advantage of being able to retransmitipted packets. At the same time it

also shows that the performance levels offi at5.
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Figure 58 Effect of number of retransmission retrraghorizontal axis) for “very noisy”
conditions @ =0.2). The ability to retransmit packets ensures dixely good
information throughput at a low dropped packet petage, at the cost of
increased latency. All input parameters other tinanda, are set to default
values.
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In general, network strategies that are capableewnsmitting packets ensure
reliable data transfer in terms of dropped packetd information throughput. For
“noisy” conditions, the cost of longer latency 1D and T3A is acceptable, certainly

when considering the large number of dropped padket arise from P1E and T2B.

5. Noise

The introduction of the effects of “noise,” repreta qualitatively by the
thresholda, has, in some cases, already been discussed ihircaton with previous
parameters. In the figures, is expressed as a percentage and can be interasta
gualitative variable that determines the succegsafa transmission. The threshold does
not directly refer toSNR SL, NL or TL, but can be used as a “knob” to set system or
channel degradation. As an examptes 0.1 means that 10% of packets of any type are

initially unsuccessful, and the experienagzdduring the in-water experiments was 0.01.
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Figure 59 The effect of “noise” on the output metrics is Isgthe threshold (horizontal
axis). All input parameters other thanare set to default values.
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For a =[0, 0.01, 0.05, 0.1, 0.15, 0.2] the simulation pRiD and T3A in favor
over P1E and T2B in terms of information throughpinen a >0.1. This value fora

shifts up when settingR;, =1000C bits/s, R,, =4000bits/s, t,, =0.2 s, t,,=0.14 s,

t,=0.7s,t,,=0.7 s, t,, =3.5 s, as can be seen in Figure 60 but the trend nsntiae

same.
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Figure 60 Parametric analysis feror packet error rate (horizontal axis) at highier b
rates and reduced delays as described above. rHbegsts shift relative from
each other but still show a similar trend as wii# default settings.

The best metric to analyze the performance of ndtvatrategies under the
influence of noise is, however, not always infono@tthroughput. In case af > 0.05,
the dominant factor for choosing a strategy wilinast certainly be the amount of
dropped packets, which is unacceptably high for BAE T2B. Even when the maximum
number of allowed retransmissions for P1D and T8Aeduced tom=1 (Figure 61),
P1E and T2B show a relatively very poor performanmceéerms of dropped packets.
Referring again to the in-water experiments thatewgone with the prototype, where
a=0.01, we state that T2B would perform well enough undeese low-noise
conditions, but over the full range, when reliabhessage delivery is required, T3A

performs best, followed by P1D.
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Figure 61 Even though P1D and T3A are only allowed one rstrassions (n=1), they
remain the preferred strategy under “noisy” cowdisi (horizontal axis) when
considering the percentage of dropped packets.

C. TRADEOFFS

It should be clear by now th#te optimum strategy does not exist. Defining an
optimum strategy depends on operational requiremsush as required reliability,
latency and throughput. We have also seen thatnehamoise plays an important role in
determining the strategy. In order for the readercomprehend the results of the
parametric analysis in a nutshell we try to sumeeathe generally observed trends in
two ways.

First, we summarize the results of the parametnadysis graphically (see Figure
62), and indicate the effect that increasing owoaty the value of a certain parameter
has on channel utilization, information throughdatency and dropped packets. As an
example, increasing the data bit r&Rg generally has a negative (red) effect on channel
utilization (upper left field) but a positive (grdeeffect on information throughput. It
must be emphasized that Figure 62 shgesseraleffects and that a specific strategy or
changing certain parameters may influence or chamgehat extent a certain effect is
observable. Also note that an additional paramétes expressed explicitly to clarify

that the parametric analysis includes effects diiceng delays as part of the analysis
when overhead is reduced.
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Figure 62 Summary of parametric analysis. Columns indicatesiasing (arrow up) or
decreasing (arrow down) parameter values and theetedf this on the metrics
used (rows).

Information
throughput

Latency

Dropped
packets

Noise is the only parameter that generally canmoinfiluenced and that has a
profound effect on the preferred network stratey.express the influence of noise on
network performance more specifically, we dedicatesecond summary to the
relationship between the performance of a speci@twork strategy and the various
parameters, under low-noisea €1%) and high-noise ¢ =20%) conditions,

respectively.
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Figure 63 Performance of network strategies tor=0.01 (upper table) and 0.2 (lower
table), respectively, for designated parameterB. &&els in very low-noise
environments. In noisy environments, P1D perforest In terms of reliability
whereas T3A performs best in terms of informatimoaghput and latency.
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Figure 63 reveals a couple of interesting trentlepagh one should interpret the
figure with some reserve since the performancesarhe strategies are sometimes
comparable (e.g., see Figure 50). Neverthelessfalt@ving hard conclusions can be

made.

Strategies P1E and T2B perform poorly under nogsyg.{a >0.02) conditions
because of the inability to retransmit packetsat®8gy P1E also shows a relatively poor
performance even under good conditions. In the oabeth a =0.01 anda =0.2, P1D
and T3A show almost always a comparable performamisieh is good because it allows
the choice between two different strategies depmnadin requirements. Strategy T3A
performs slightly better in terms of channel ustipn, information throughput and
latency whereas P1D scores better in terms ofliétiasince it almost always maintains

a zero dropped packet rate.

Considering all possible environmental conditione therefore conclude the
parametric analysis by stating that T2B shows sapeperformance in terms of
utilization, information throughput and latency lsionly useful if reliability in terms of
dropped packets does not have the highest pridtsategy P1E shows the poorest
performance but may be preferred because it ispemdgent of relative positioning
between neighboring nodes. If reliability of datansfer is desirable (which it almost
always is) then P1D and T3A both perform well. TBAthe fastest and indicates the
highest throughput but is less flexible in terms gafometry because it depends on
communication between neighboring nodes. Stratedy Fnaintains the highest
reliability because of its ability to retransmit Hiple times but at the cost of longer
latencies. We must not forget that hybrid or otfmms of the above strategies are

possible.
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VIl. CASE STUDIES

In this chapter we use the simulation to considessible future Seastar
applications. The ideas for the case studies anerglly inspired by the Underwater
Persistent Surveillance (UPS) experiment that waslacted as part of the Monterey Bay
2006 field experiments [43].

A. ELECTROMAGNETIC RECONNAISSANCE

The first case study involves a fixed underwatecommaissance system,
consisting of magnetometers to detect magnetic afiesnassociated with the passage of
ships or submarines (e.g., see Figure 64). Upoectleh, the magnetic signature of the
target is determined and a rough tracking is okthiThe system is based on a Seaweb
wide-area network where each Seaweb node serths asntral node for a Seastar LAN
and each peripheral node includes a magnetic ayatesdctor. We examine the network

performance of a single Seastar LAN.

1 km

A
v

target track

g

1 km

Figure 64 Schematic representation of a surveillance netwattk, in this case, four
peripheral nodes with magnetic sensors having an3@@tection range.
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The operational requirements are as follows. Thas&e LAN should cover 1
km? and within this area, a target on a fixed headinguld pass within detection range
of at least two sensors to allow rough trackinge Thagnetic sensor has a maximum
detection range of 300 m. The target has a maximarget speed of 30 knots
(=55km/hr). Near-real-time updates consisting of fusth from the central node is
required with a latency of less than one minutga® data packet containing signature
data that has been preprocessed by the magnesorsienassumed to have a size of 2
kbytes. Delivery of packets needs to be ensureepikg in mind that the latency should
not exceed 60 s. The network should operate undeynchannel conditions and

disruption because the passage of loud targetddshelexpected.

The system default settings are optimized and sg@ayed in Table 7. Since the
percentage of dropped packets needs to be mininaredthe network is required to

operate in noisy conditions, P1E and T2B are fauridsuitable and are not analyzed.

PARAMETER |REF [UNITS|DEFAULT PARAMETER REF [UNITS IDEFAULT
Number of modems n [1 var packet size D, | [bytes] 2000
wake up time twu [s] 0.1 sub-packet size Dgp | [bytes] var
acquistition time tacg | [S] 0.1 bit rate (data) Ry1 | [bits/s] var
size of utility packet d, |[bytes] 8 bit rate (utility) Ry2 | [bits/s] var
size of crc dere [[bytes] 2 maximum SRQ retries Marg [ 3
size of header dnw |[bytes] 12 maximum ACK retries Mack [] 3
delay poll-data ta1 [s] 0.4 maximum poll retries Mool [1 3
delay data-poll tao [s] 0.4 maximum token retries [ Mggen| [ 1] 3
delay manual t4s [s] 0 trigger level 0=min 1=max « [1 var
delay data-SRQ taa [s] 0.4 simulation period T [hrs] 10
time out period tas [s] 3 simulation repeats A [] 100

Table 7 Settings for reconnaissance case study. The vahré refers to a variable that is
an outcome of the simulation.

Our analysis first focuses on the required bit r&g (see Figure 66). For
R, =[2000, 4000, 6000, 8000, 10000] bitsR,, = 2000bits/s, n=4, D_, = 256bits,

and a =0.01, we find thatR, > 2000 bits/s keeps the latency well below the desired 60
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s. Both P1D and T3A do not differ much from eacheotin performance and the small

percentage of dropped packets (e.g.0.01%) under these conditions for T3A is
acceptable.
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Figure 65 Effects of bit rateR; for case study A on the performance of a surveitan
network as described above wih), = 2000 bytes,n=4, R, =2000 bits/s,
D, =256 bits, @ =0.01. For all R, shown, the latency is well below 60 s.

Increasing the packet size f», =1000C bytes and keeping the settings as above

(see Figure 66), requires a minimufiR, =6000 bits/s. This implies that MFSK
modulation as described in Chapter Il is not siédor this kind of network within the

available bandwidth, when the packet size is togela

The previous chapter has shown that latency deplkangsly on the number of
nodes. Since latency is a crititcal metric, it ecessary to analyze the impact that the

number of peripheral nodes has on the latencyhisrdase study. Based on the previous
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bit rate analysis and MFSK-achievable bit rates, wet R, =3000 bits/s,
R,» =2000bits/s, and letn=[5,6,7,8,9,19 while keeping all other input parameter

values as above. For these settings, the maximumbeu of peripheral nodes that is
allowed by the latency requirement is limitedria=9. The results are shown in Figure
67. Higher bit rates would allow more nodes foehaties less than 60 s; lower bit rates

would limit the maximum number of nodes even more.
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Figure 66 Effects of bit rateR, for case study An the performance of a surveillance
network as described above wih, =1000C bytes,n=4, R, =2000 bits/s,
D,, =256 bits, @ = 0.01. For these settings, at led&}, = 6000 bits/s is required
to hold latency to 60 s.
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Figure 67 The number of nodes has a profound effect on Igtand limits the
maximum number of nodesfor case study A an&®,, =3000 bits/s,

R,, =2000bits/s ton=9.
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We continue the analysis with the settings=4, R,=3000 bits/s and
R,, =2000bits/s and now focus on the network performanceeundrious “noise”

conditions by lettingy =[0, 0.01, 0.05, 0.1, 0.15, 0.2]. It is clear fromglte 68 that P1D
outperforms T3A in terms of reliability at a smatditional cost in latency of about two
seconds.
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Figure 68 Noisy conditions for case study A with=4, R, =3000 bits/s and
R,, =2000bits/s result in a degradation of T3A performanidee cost in latency
that has to be paid to ensure packet delivery (R4 B)o seconds.

Considering that P1D is the most reliable and bletanetwork under all
conditions, we conclude this study by determiningudable number of sub-packets for

a=0.1 and lettingDg, =[50, 100, 500, 1000, 2000] as shown in Figure &9isAshown
on the left plot, D, =500 bytes results in the lowest latency for P1D. Theéitonal

amount of overhead required for these sub-paclats dot affect the performance of the

network in low-noise situations as is seen on itjia plot.

Latencies that can be expected for this applicatigih settings as described
above are dependent on the size of the data pagketan be seen in Figure 70, an

increase in packet size of two orders of magnitedelts in unacceptably long latencies.
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Figure 69 The optimum size of sub-packets for case study th wi=0.1(left) is
D,, =500bytes and does not affect the performance in loisenconditions

(a =0.01, right).
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Figure 70 Latency increases linearly fdd, =[10k, 100k, 1M] bytes.

We summarize the results of this case study asvisll For a Seastar application
that requires high reliability and has low laten®3,D appears to be the most suitable
network strategy. The simulation assumed thatadles transmit data within a cycle and
showed that a network consisting of 4 peripheralesois capable of realizing 2 kbytes

data transmissions at realistic data rat&s £ 3000 bits/s andR, = 2000 bits/s) with a

latency that remains below one minute. TransmitiGegkbytes data packets cannot be
achieved using MFSK within our latency restrictiofacket sizes that are orders of

magnitude larger in size result in unacceptably agencies.
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B. HIGH-SPEED TARGET TRACKING

To allow analysis of operational use of P1E and ,\28 formulate a variation on
the first case study. Consider a dense sensor rletvat can be deployed rapidly with
the purpose of detecting high-speed threats sudbrpedoes or surface vessels. Such
threats require quick reaction and do not toletate latencies or large data packets
containing detailed target description. A node wikrefore only report the detection in
terms of an acoustic or electromagnetic “hit” doethe passage of a possible target.
Based on the node’s location, the threat directan be discerned. The large node
density allows sensor overlap (redundancy) and tslakencies are preferred over
occasional transmission failures. The allowed leyes set to 20 s. The default network

settings can be found in Table 8.

1000m / target track

500 m

Figure 71 Schematic representation of a high density Seastarork as described in
case study B.

The first parameter that we analyze, is the nunaberodes with the following

settings: R, =8000 bits/s, R, = 2000 bits/s,a =0.01 and n=[6, 10, 14, 18, 22] nodes.

The channel utilization and information throughpuée definitely not optimal but the
values for latency look promising (see Figure 7l)e token ring strategies (T2B and
T3A) perform much better than the polled strate@i®ED and P1D) and latencies below

20 seconds for 14 nodes are achieved.
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PARAMETER |REF [UNITS|DEFAULT PARAMETER REF [UNITS IDEFAULT
Number of modems n [1 var packet size D, | [bytes] 128
wake up time twu [s] 0.1 sub-packet size Dsp | [oytes] 128
acquistition time tacg | [S] 0.1 bit rate (data) Ry1 | [bits/s] Var
size of utility packet d [[bytes] 8 bit rate (utility) Ry2 | [bits/s] Var
size of crc derc |[bytes] 2 maximum SRQ retries Msrq [] 1
size of header dnw [[bytes] 12 maximum ACK retries Mok | [] 1
delay poll-data t41 [s] 0.4 maximum poll retries Mool [ 1
delay data-poll tao [s] 0.4 maximum token retries [ Mgken| [ 1] 1
delay manual ty3 [s] 0 trigger level 0=min 1=max 4 [1 Var
delay data-SRQ taa [s] 0.4 simulation period T [hrs] 10
time out period tys [s] 3 simulation repeats A [1 10

Table 8 Default network settings for a high-density, lowelacy network (case study B).
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Figure 72 Effect of the number of nodes for case study Batericy forR, =8000
bits/s, R,, = 2000 bits/s anda =0.01 shows promising values.
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Assuming that response times of 20 s are reasgralmd¢ocus now shifts toward

the required bit rate. Figure 73 shows that besdR ;) exceeding 2400 bits/s (T2B) and
3300 bits/s (T3A) for 14 nodesnE14) and a =0.01 produce latencies below 20 s,

meaning that MFSK is a suitable modulation schemaet low-noise conditions. Noisy
conditions, represented liy=0.2, result in too much distortion and latencies erasg

25 s should be anticipated. Deploying multiple lowdensity clusters is a means to
reduce the latency even more. Again, T2B and T3& superior in terms of latency.

Figure 74 shows the impact of the packet size em#iwork performance.

—=— P g —— P
—&— PIE 40 | |——rE
—e—T2B —=—T28
—=—T3A oA
35 i
o
.
=
=
g 30 ]
o
5
{1
25 .
| S,Siro-ii,
2000 3000 4000 5000 6000 7000 600D 9000 10000 2000 3000 4000 5000 6000 7OOD €000 9000 10000

Bit rate - data (bits/s) Bit rate - data (bits/s)

Figure 73 Latency versus bit rateR;) for 14 nodes it =14) shown fora =0.01 (left)

and a = 0.2 (right). The dotted horizontal line marks the dedi20 s latency for
case study B.
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Figure 74 Latency versus packet sizB() for 14 nodes i =14) shown fora =0.01

(left) and a = 0.2 (right). The dotted horizontal line marks the degi20 s
latency
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In summary, a Seastar network that demands a werydtency at a high sensor
density can only transmit very compressed datagiacl 2B is by far the most suitable
network strategy but suffers a large percentagieasped packets in noisy environments.
T3A is the best alternative, allowing some formretransmission but this comes at the
cost of a 15% longer latency.

C. MOBILE SWARM

The next case study involves underwater survedamsing a swarm of mobile
nodes. As an example, Figure 75 depicts the usglidérs or crawlers. To allow
comparison of the candidate network strategiesctmelition that is imposed on this set
of mobile nodes is that the swarm maintains itsnftion while proceeding through the
water. The maximum range from central node to tlstrdistant peripheral node is 500
m, allowing all neighboring peripheral nodes to conmicate with each other as well as
with the central node. The central node collectgdadata packets from the peripheral
nodes and fuses them into more compact data seéseTcompiled data sets can then
either be uploaded to a fixed Seaweb node, or ndagaeway buoy, when in the vicinity

or transmitted via Iridium when surfaced.

Figure 75 Swarms of UUVSs, or crawlers, collecting data, fargha mobile Seastar
network.
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Unlike the first case study, this Seastar netwarknot limited by a latency
requirement since data uploads from the centralenack infrequent, non-real-time

events. The type of data is left unspecified, betagsume large data packeB, &1

Mbyte) that are collected over a long period aneldoise of the relatively large node
density, an occasional lost packet is acceptalile. general settings are summarized in
Table 9, where “var” refers to a set of values the¢ specified through simulation.

Strategies P1E and T2B are not considered becdusereliable performance in noisy

conditions.

PARAMETER |REF [UNITS|DEFAULT PARAMETER REF [UNITS IDEFAULT
Number of modems n [1 var packet size D, | [bytes]| 1.000.000
wake up time twu [s] 0.1 sub-packet size Dgp | [bytes] var
acquistition time tacg | [S] 0.1 bit rate (data) Ry1 | [bits/s] var
size of utility packet d, |[bytes] 8 bit rate (utility) Ry2 | [bits/s] var
size of crc dere [[bytes] 2 maximum SRQ retries Marg [ 2
size of header dnw [[bytes] 12 maximum ACK retries Mack [] 2
delay poll-data ta1 [s] 0.4 maximum poll retries Mool [1 2
delay data-poll tao [s] 0.4 maximum token retries [ Mggen| [ 1] 2
delay manual tys [s] 0 trigger level 0=min 1=max A4 [] var
delay data-SRQ tas [s] 0.4 simulation period T [hrs] 10
time out period tys [s] 3 simulation repeats A [] 100

Table 9 Settings for mobile swarm case study. The value™wefers to a variable that is
an outcome of the simulation.

In order to get a feeling for information through@und latencies with this data

packet size, we first do a parametric analysisibfdie R, =[2000, 4000, 6000, 8000,
10000] bits/s, wherdy, =2000bits/s, n=6, Dy, =10kbytes, anda =0.01. The results

(see Figure 76) show latencies in the order of $ilomhich is unacceptably high. Even if
these long latencies were allowed, they would afthe sensor sampling rate. To
illustrate this, consider the following examplengding 1 minute of data results in a 1-
Mbyte data packet. It takes two hours before allaso have transmitted their data
packets, which implies that no other data can tleated in that time frame. This reveals
a complicated relation between sampling rate, pasize and bit rate which should be

carefully considered.
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Further increasing the bit rate by an order of nitage is unrealistic and, instead,

we reduce the packet size @ =100 kbytes. Packet size, especially in combination

with a large number of nodes, is therefore a litintain general for a Seastar LAN. With
the reduced packet size, acceptable latencies {3 tminutes) are achieved for 6 to 10
kbits/s, respectively (see Figure 77) and both RhB T3A perform well. MFSK is not
sufficient to achieve these data rates and thexedtiier modulation schemes should be
explored.
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Figure 76 The effect of large data packet® (=1 Mbyte) for case study C. The results

show unacceptably high latencies gy, =[2000, 4000, 6000, 8000, 10000]
bits/s.
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Figure 77 Reduced packet sizéd(, =100 kbytes) shows latencies of 8 to 13 minutes for
a total of n =6 peripheral nodes anB,; > 6000 bits/s (case study C).
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We now study the effect of adjusting the numbenades for two cases. The first
case assumes recoverable mobile peripheral nolt®sirg the implementation of more
sophisticated processors that remove the asymmatrpit rates. For this case,

R, = R, =8000 bits/s. The second case considers disposable enpbiipheral nodes
that useR, =8000 bits/s butR,, =2000 bits/s. Both cases assuni =100 kbytes,

D,, =10 kbytes, @ =0.01andn=[2, 4, 6, 8, 10, 12, 14] nodes.

Figure 78 shows that increasig), at these data rates does not have significant

effect on the latency which is consistent with kegpthe design and cost of the
communications part of the peripheral nodes lowe Tiiear relation between number of
nodes and latency and causes latencies exceedingir@ies forn>14 nodes. One

possible way to overcome this is to deploy two $enamobile Seastar networks

collecting data simultaneously while keeping latesadow. This, however, would require
measures to avoid interference.
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Figure 78 Latency versus number of modems ff = R, =8000 bits/s (left) and
R,, =8000 bits/s withR , = 2000 bits/s (right).

The analysis is finalized by a study of performanoeer the influence of noise

by letting & =[0, 0.01, 0.05, 0.1, 0.15, 0.2] fd&, =8000 bits/s withR,, = 2000 bits/s

and n=6 nodes. Figure 79 shows that P1D performs betteexpected. The gain of
accepting 4% more dropped packetgrat 0.2 when choosing for T3A instead of P1D is
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a 10% reduction in latency, recognizing that tmeutation generates a delaying artificial

packet-out-of-sequence situation that may not bhste.
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Figure 79 Latency (left) and dropped packets (right) versusdasing noise when P1D
is allowed only 2 retransmissions.

Optimizing for the size of sub-packets gives onl{% improvement in network
performance (see Figure 80). In order to avoid dboh overhead in low-noise

conditions D, should not be less than 2 kbytes.
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Figure 80 The effect of varying the size of sub-packets canctel utilization (left) and
latency (right) fora =0.1.

This case study reveals that the latency requirémn@moses a restriction on the

allowed size of data packets. It also reveals aptexrelation between sampling rate, bit
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rate, packet size and number of nodes. These issaresnot be solved by further
increasing bit rates because the available bantdwgltimited and more sophisticated
modulation schemes, such as PSK or OFDM, are nofogasd reliable enough for
practical purposes. Solutions have to be foundhatapplication layer in terms of data
compression, or through the use of multiple Seatsters.

For this case study, P1D proved to be the mosabielinetwork strategy. The
additional gain in terms of latency that T3A givady shows up strongly under noisy
conditions. Taking into account the additional getmy restriction that T3A brings
along, the optimum strategy in a mobile Seastavowt would be P1D.
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VIIl. CONCLUSIONS

A. RESULTS

For a given transmission range of 500 m, a linkgatiédnalysis has shown that, in
the presence of wind, an optimum carrier frequeoag be found near 41 kHz. A

minimumSL of 106 dB re JuPa @ 1 m is required to achieveéSalR =1 at the receiver.

MFSK is the most robust, readily available moduolatitechnique for Seastar
underwater acoustic links. An analytical expressivas developed to evaluate the
relation between bandwidth, optimum number of bytsibol and bit rate. The outcome
of this evaluation depends on the bandwidth dédinitof a sinc-function. From a
hardware perspective, the useable bandwigit4 and bit rateR, are limited by the
physical properties of the transducer buBWj of 20 kHz, centered near a carrier
frequency of 41 kHz, resulting in maximuRy of 3300 bits/s should be achievable. It
was theoretically shown that OFDM could incre&dy an order of magnitude for the
sameBW,. The energy budget for central and peripheral m®des asymmetric in the
sense that the energy of the central node reqtiregerate the network is two orders of

magnitude larger than that of a peripheral node.

A prototype Seastar was implemented using availaBEaweb modems.
Experiments were performed, both in air and wakéth the Seastar prototype using a
polling strategy. The experiments show that thecephis viable and that the prototype is
able to operate persistently without human intetie@n Integration of the polling
algorithm, reduction of delays and a smart desifythe polling utility packet would
increase the performance significantly. New modemdWware capable of transmitting at
higher bit rates would further increase the permoe.

The network simulations gave an insight into théeaf that certain network
parameters have on the performance. For applicattat require low latency and accept
low transmission reliability, a token strategy waitih retransmissions is the best

candidate. In general, however, reliable commuiunatare required and therefore SRQ-
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capable network strategies are preferred. Pollinth wansmission shows the best
performance in terms of reliability whereas tokexsdd networking with retransmission
performs slightly better in terms of latency andormation throughput and channel

utilization.

Case studies confirm the above conclusions and stidive same time th#te
optimum Seastar network strategy does not exigivdrl optimization fully depends on

the operational requirements and boundary conditibat are imposed upon the network.
B. RECOMMENDATIONS FOR FUTURE WORK

Future research should focus on questions that havéeen addressed in this
thesis such as the integration of the Seastar Ls Seaweb and prevention of inter-
LAN interference. A study that includes geometryd dhe use of mobile nodes may

generate new ideas or network strategies.

In-depth studies in future modulation types suclO&®OM, PSK and QAM that
may apply to underwater acoustic links are avadldilit do not yet show the desired
results for Seastar application in water. If thésehniques would show MFSK-like
robustness, the network performance in terms oflaith efficiency and achievable bit

rates would greatly improve. Developments in tle&lfshould be closely followed.

Further in-water and in-air experiments under vagyconditions and in different
test environments could improve the simulation nhaldat was used and provide more
accurate data regarding network performance. Abicdlon between measured noise

levels and simulated trigger levels would allow encgalistic performance.
C. IMPACT

Although this thesis revealed some Seastar liroiiatin terms of packet size, bit
rate and latency, the Seastar concept has the t@abtém increase node density at

affordable cost to the US Navy Seaweb wide areaorkt
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APPENDIX A.  POLLING ALGORITHM DEVELOPED IN C

This polling algorithm is a modification to a cotte allowing communications
with Seaweb modems that was originally developecChyis Fletcher from SPAWAR
Systems Center, San Diego. In order to reducertiwiat of code in this thesis, only the
modified part containing the essentials of theipglhlgorithm is shown.

/* Polling Algorithm for Seastar Prototype
[* Editor: Bjorn Kerstens
[* Apr-Jun 2007

[* Determine input availibity*/
int result,keyboard_read;

[* Determine polling variables
Assume central hub = address 1, assume perlghédya have addresses 2-nrperiph*/
int i,j,cmdsize,length;

time_t start,stop, startcrashdelay, stopcraslyclel
double delay, crashdelay;

[*double delay;*/

char cmd[8];

char *checkstrl, *checkstr2, *checkstr3, *ertoks*errorstr2, ...
*errorstr3, *errorstr4, *crashstrl, *crashstt@rashstr3, ...
*lowpstrl, *lowpstr2, *lowpstr3 ;

/* Initialize Inputs*/

fd_set inputs;
fd_set stdin_input;
struct timeval timeout;

FD_ZERO(&inputs);

while (1)
{ I*loop forever until CTRL-C*/

[*This part starts the polling sequence*/
for(i=3;i<8;i++)
{
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[* Set timer*/
timeout.tv_sec = 0;
timeout.tv_usec = 500;

FD_SET(0,&inputs);
result = select(1,&inputs,NULL,NULL,&tieout);

[* Check for Errors */
if (result < 0)
{
perror("select failed");
exit(-1);
}
}

[* This part contains the polling algorithm*/
else if (result == 1)

{
delay=0;
cmdsize=sprintf(cmd,"at$bt%d\r\n",i);

if ((atoi(argv[2]) == 1))
{
write(STDOUT,&cmd,cmdsize);

}

write(fd,&cmd,cmdsize);
write(fs,&cmd,cmdsize);

checkstrl = NULL;
checkstr2 = NULL;
checkstr3 = NULL;

errorstrl = NULL;
errorstr2 = NULL;
errorstr3 = NULL;
errorstrd = NULL,;

crashstrl = NULL;
crashstr2 = NULL;
crashstr3 = NULL;

lowpstrl = NULL;
lowpstr2 = NULL;
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lowpstr3 = NULL;

[* This part looks for strings CRC:Pass, Abortedabort to determine success or failure
of a transmission*/

while(checkstrl == NULL && checkstr2 == NULL && obckstr3 == NULL ...
&& errorstrl == NULL && errorstr2 == NULL && erorstr3 == NULL ...
&& errorstr4 == NULL && crashstrl == NULL && cashstr2 == NULL ...
&& crashstr3 == NULL && lowpstrl == NULL && lavpstr2 == NULL &&
lowpstr3 == NULL)
{
start=time(0);
res=read(fd,buf,255);
buf[res]="\0";

if ((atoi(argv[2]) == 1))
{
write(STDOUT,&buf,res);

}
write(fs,&buf,res);

checkstrl = (char *)strstr(buf,"C:P");
checkstr2 = (char *)strstr(buf,":Pa");
checkstr3 = (char *)strstr(buf,"Pas");

errorstrl = (char *)strstr(buf,"Abo");
errorstr2 = (char *)strstr(buf,"bor");
errorstr3 = (char *)strstr(buf,"ort");

errorstr4 = (char *)strstr(buf,"abo");

crashstrl = (char *)strstr(buf,"WAI");
crashstr2 = (char *)strstr(buf,"AIT")
crashstr3 = (char *)strstr(buf,"IT;_")

lowpstrl = (char *)strstr(buf,"owp");
lowpstr2 = (char *)strstr(buf,"wpo");
lowpstr3 = (char *)strstr(buf,"pow");

if (crashstrl || crashstr2 || crashstr3yp&irl || lowpstr2 || lowpstr3)
{

crashdelay=0;
startcrashdelay=time(0);
while (crashdelay<600)

{
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res=read(fd,buf,255)
buffres]="\0";

if ((atoi(argv[2]=1))

{
write(STDOUT,&bEg);
}

write(fs,&buf,res);
stopcrashdelay=ti@)g(
crashdelay=difftimt(pcrashdelay,startcrashdelay);

}
}
}
/* Time delay to prevent cross talk after " **PatkDOS" situation*/

while(delay<10)

{
res=read(fd,buf,255);

buf[res]="\0";

string = (char *)strstr(buf,">");
[*This part looks in buf for the modem delimiter™and sends a time stamp to STDOUT
and the datafile*/

if (string)

{

(void)time(&timeval);
if ((atoi(argv[2]) == 1))

write(STDOUT,ctime(&timeval),26);
}

write(fs,ctime(&timeval),26);

}

if ((atoi(argv[2]) == 1))

{
write(STDOUT,&buf,res);

}

write(fs,&buf,res);
stop=time(0);
delay=difftime(stop,start);
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APPENDIX B. NETWORK SIMULATION ALGORITHMS

The function INL.m is used to insert data for siatidn and set parameters. The

bracketed values are set up to contain arrays.

function [number_modemst wut _acqd_utd crcd_nwt _delaylt delay?2...
t delay3t delay4 t_delay5 data_set baudratel baudrate2 maxretries...
L spATalfalLl L2 L3L23 L4 maxCTS maxACK maxPOLL maxTOKEN]=INI

number_modems=[14]; % number of peripheral modems def=6

t wu=0.1,; % duration of wake-up tones [s]. default=0.4
t acg=0.1; % duration of acquisition tones [s]. default=0.28
d_ut=8; % bytes in utility packet. default=9
d_crc=2; % bytes in CRC. default=2

d nw=12; % bytes in network header. default=14

t delayl=0.4; % [s] delay measured btwn poll-data default =1
t delay2=0.4; % [s] delay measured after data xmit default =2.9
t delay3=0; % [s] additional delay in prototype default =0
t delay4=0.4; % [s] delay between data-SRQ order default =0.7
t delay5=3; % [s] (S7) - acoustic response timeout default =7.5

data_set=[64 128 256 512 1024]; % length of single datapacket (information) to be
transmitted [bytes]

L_sp=[128]; % length of subpacket [bytes] default=256
baudrate1=[8000]; % [bps] default =800
baudrate2=[2000]; % [bps] default =140
maxretries=[1]; % maximum number of retries  default =3

maxCTS=1, % (not used) default =1

maxACK=[1]; % maximum number of ACK retries default =3
maxPOLL=[1]; % maximum number of POLL retries default =3
maxTOKEN=[1]; % maximum number of TOKEN retries default =3

A=100 % amount of times that the simulation will be executed...
% in order to get reliable averages default =100
T=10; % simulation period [hrs] default =10
% (e.g T=1 means simulate network for a period of 1 hour)

alfa=[0.2]; % trigger level (0-1) def=0.05

if alfa ==
L1=0,L2=0,L3=0,L23(m3) =0, L4(m3) = 0;

else
L1=1; L2=1-alfa.*1; L3=1-alfa.*2; L23=alfa;
L4=alfa; L5=0;

end
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The function COLLECTDATA.m executes the simulatiamd collects the

outcome under the variable name “results”.

function[results]|=COLLECTDATA

results=[POLL1d POLL1le TOKEN2b TOKEN3a];

The function PLOTDATA.m takes the output of COLLEGATA.m and creates
figures to display the results. It summarizes thygut parameters that were used for the
plots under the variable “settings.” Figures canphetted for one parameter or two

parameters at the same time.

function[settings]=PLOTDATA(results)

[number_modemst wut acqd_utd crcd nwt delaylt delay?...
t delay3t delay4 t_delay5 data_set baudratel baudrate2 maxretries...
L_spATalfalLlL2L3L23L4 maxCTS maxACK maxPOLL maxTOKEN]=INI;
settings=[number_modemst wut acqd_utd_crcd_nwt delayl t delay2...
t delay3t_delay4 t_delay5 data_set baudratel baudrate2 maxretries...
L_spATalfalLlL2L3L23L4 maxCTS maxACK maxPOLL maxTOKEN];
clf;

% Run COLLECTDATA function FIRST !!!

DPARA=0;
xname = 0;
yname = 0O;
tag={' POLL1d' ' POLL1le'' TOKEN2b'' TOKEN3a'};

% split up results matrix
SIZE = size(results);
SIZEX = SIZE(2)/7;
SIZEY = SIZE(1)/4;
% determine single parameter or double parameter plot
if SIZEX > 1
DPARA =1,
end

if DPARA

if length(baudrate1)>1
xname= 'Bit Rate (bits/s)";
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xdata = baudratel;
end

if length(number_modems)>1
if xname==
xname= 'Number of Modems';
xdata = number_modems;
else
yname= 'Number of Modems’;
ydata = number_modems;
end
end

if length(data_set)>1
if xname==
xname= 'Size of Packet (bytes)’;
xdata = data_set;
else
yname= 'Size of Packet (bytes);
ydata = data_set;
end
end

if length(L_sp)>1

if xname==
xname= 'Size of Subpacket (bytes)’;
xdata = L_sp;

else
yname= 'Size of Subpacket (bytes)';
ydata = L_sp;

end

end

if length(maxretries)>1
if xname==
xname='Number of POLL/TOKEN/SRQ/ACK retries’;
xdata = maxretries;
else
yname='Number of POLL/TOKEN/SRQ/ACK retries";
ydata = maxretries;
end
end

if length(baudrate2)>1
if xname==
xname='Low Bit Rate (bits/s)’;
xdata = baudrate2;
else
yname='Low Bit Rate (bits/s)";
ydata = baudrate?;
end
end
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if length(t_delay3)>1
if xname==0
xname= 'Built-in Delay (s)’;
xdata = t_delay3;
else
yname= 'Built-in Delay (s)"
ydata =t_delays3;
end
end

xdata
ydata

for i=1:3

ii=i;

if ii>5;
ii=ii+1;

end

figure(1)
clf;
subplot(3,3,ii)
pcolor(ydata,xdata,results(1:SIZEY, (i-1)*SIZEX+1:i*SIZEX));
shading interp
xlabel(yname);
ylabel(xname);
caxis([0.2 0.4)]);
colorbar;
title(strcat('Channel Utilization', tag(i)));

figure(2)
clf;
subplot(3,3,ii)
pcolor(ydata,xdata,results(SIZEY+1:2*SIZEY,(i-1)*SIZEX+1:i*SIZEX));
%shading interp
xlabel(yname);
ylabel(xname);
%caxis([0.2 0.4]);
colorbar;
title(strcat('Information Throughput', tag(i)));

figure(3)
clf;
subplot(3,3,ii)
pcolor(ydata,xdata,results(2*SIZEY+1:3*SIZEY,(i-1)*SIZEX+1:i*SIZEX));
shading interp
xlabel(yname);
ylabel(xname);
%caxis([0.2 0.4]);
colorbar;
title(strcat('Latency' , tag(i)));

figure(4)
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clf;
subplot(3,3,ii)
pcolor(ydata,xdata,results(3*SIZEY+1:4*SIZEY,(i-1)*SIZEX+1:i*SIZEX));
%shading interp
xlabel(yname);
ylabel(xname);
caxis([0 50]);
colorbar;
title(strcat('Dropped Packets', tag(i)));
end

else

if length(baudratel1)>1
xname = 'Bit rate - data (bits/s)’;
xdata = baudratel;

elseif length(number_modems)>1
xname = 'Number of modems';
xdata = number_modems;

elseif length(data_set)>1
xname= 'Size of packet (bytes);
xdata = data_set;

elseif length(L_sp)>1
xname='Size of sub-packet (bytes)’;
xdata = L_sp;

elseif length(maxretries)>1
xname='Number of POLL/TOKEN/SRQ/ACK retries’;
xdata = maxretries;

elseif length(baudrate2)>1
xname= 'Bit rate - utility packets (bits/s)";
xdata = baudrate2;

elseif length(L2)>1
xname= 'Trigger level (%)";
xdata = alfa*100;

end

figure(1)

clf;
plot(xdata,results(1:SIZEY,:),"-0");
legend('P1D','P1E",'T2B','T3A',-1);
xlabel(xname);

ylabel('Channel utilization');

figure(2)

clf;
plot(xdata,results(SIZEY+1:2*SIZEY,:),-0";
legend('P1D',P1E', T2B', T3A",-1);
xlabel(xname);

ylabel('Information throughput (bits/s)");

figure(3)
clf;
plot(xdata,results(2*SIZEY+1:3*SIZEY,:),-0";
legend('P1D','P1E','T2B",'T3A',-1);
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xlabel(xname);
ylabel('Latency (s)";

figure(4)

clf;
plot(xdata,results(3*SIZEY+1:4*SIZEY,:),-0");
legend('P1D','P1E', T2B','T3A",-1);
xlabel(xname);

ylabel('Dropped packets (%)");

end
The function POLL1d.m is used to simulate netwdrategy P1D.

function[resultld, energyld]=POLL1d

clear,

%
%
% Initiate values through <ini.m> function
%
96************************************************************************
[number_modemst wut acqgd_utd crcd _nwt delaylt delay?...
t delay3t_delay4 t_delay5 data_set baudratel baudrate2 maxretries...
L_spATalfalLlL2L3L23L4 maxCTS maxACK maxPOLL maxTOKEN]=INI;

for m1=1:length(baudratel) % baudratel
for m2=1:length(data_set) % data length

for m3=1:length(L2) % noise
for m4=1:length(maxretries) % maxretries
for m5=1:length(L_sp) % subpacket length

for m6=1:length(number_modems) % number_modems
for m7=1:length(baudrate2) % baudrate2

% calculate # subpackets and duration of utility packet

N_sp(m5)=ceil(data_set(m2)/L_sp(m5)); %number of subpackets
t ut=(d_ut+d_crc)*8/baudrate2(m7)+t_acq; % transmission time of utility packet

96************************************************************************

%
% Do the simulation a couple of times to get a good average of the
% metrics you're interested in

%
%

for a=1:A; % run simulation 'a’ times

% reset all values to zero
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00S=0;

DOO0S=0;
OOSFLAG(1:number_modems(m6))=0;
OOSFLAG1=0;

OOSFLAG2=0;

REPOLL=1;

d_total=0;

t total=0;
latency1=0;
latency(a)=0;
pktabort(a)=0;
pktcorrect(a)=0;

d_modeml1(1l:number_modems(m6),1)=0;
d_modem2(1:number_modems(m6),1)=0;

t_modem1(1:number_modems(m®6),1)=0;
t_modem2(1:number_modems(m6),1)=0;

cycle=1;

%
%energy calc. only !
TP=0;

TI=0;

Wrcv=0.5; %[W]
Wxmt=0.1; %[W]

% *kkkkkk *kkkkk *

while t_total<(3600*T)

for address=1:number_modems(m6);

% *kkkkkk *kkkkk *kkkkkkkhhhhhkkkkkxkhik ** *%* *kkkkkkkhkkk

% In case OOSFLAG flag is set to 1, the transmission consists of the new
% packet sent at bit ratel and the old packet at bit rate2

% *kkkkkk *kkkkk *kkkkkkkhhhhhkkkkkxkhik ** *%* *kkkkkkkhkkk

if OOSFLAG(address)

[00S,DO0S,00SFLAG1]=00s(m1,m2,m3,m4,m5m6,m7,...
OOSFLAG(address),REPOLL);

OOSFLAG(address) = OOSFLAG1,;

end

%x *%* *kkkkkkkhkhhhkhhk *kkkkkhkkkkkkkk *khkkhkkkkkk *%*

% info packet
%
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[INFO,DATA]=info(m1,m2,m3,m4,m5m6,m7,REPOLL);

dicel=rand(1);

%
% ultility or info packet corrupted

%**********************************************************

[SRQ,DATA,O0SFLAG2]= srql(m1,m2,m3,m4,m5m6,m7,dicel,...
OOSFLAG2,REPOLL);

OOSFLAG(address) = OOSFLAG2;

%
% POLLING utility packet

%**********************************************************

[POLL,POLLFLAG]=poll(m1,m2,m3,m4,m5m6,m7,dicel,REPOLL);

if POLLFLAG
INFO=0; O0S=0;
DATA=0; DOOS=0;
OOSFLAG(address)=1;
end

%x *kkkkkkkkhhkkhhkk *kkkkkkkkhhkhkhkhkkx *% *%*

% add all events

%x *kkkkkkkkhkhhkk *kkkkkkkkhhkkhkhhhikx *% *%*

t_xmit=POLL+INFO+SRQ+00S;
data(m2)=DATA+DOOS;

if (DATA==0) & (POLLFLAG==0)
pktabort(a)=pktabort(a)+1;
elseif DATA~=0;
pktcorrect(a)=pktcorrect(a)+1;
end

t modeml(address,cycle+1)=t_ modeml(address,cycle)+t_xmit;

t modem2(address,cycle+1)=t_xmit;
d_modeml1(address,cycle+1)=d_modem1(address,cycle)+data(m2)*8;
d_modem2(address,cycle+1)=data(m?2)*8;

DATA=data_set(m2); %reset data

00S=0; %reset OOSFLAG correction
DOOS=0; %reset OOSFLAG correction
OOSFLAG1=0;

OOSFLAG2=0;

counter=counter+1;

%x

*%* *kkkkkkkkhhhhhhk *kkkkkkkkkhkkkhkhkkx *k%k *
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%
%
%
%
%
%
%
%
%

% Instruction: set A=1; T=1; Only for single input parameter
% *%
TP =TP + POLL - t_delayl;
TI=TI + INFO - (t_delay2+t_delay3);
Prcv = TP*Wrcyv;
Pxmt = (TI)*Wxmt;
Phr = (Prcv+Pxmt)/number_modems(m6);
Crev = (TI)*Wrcy;
Cxmt = TP*Wxmt;
Chr = (Crcv+Cxmt);
energyla=[Phr; Chr];

% *% *%

end % end “for” loop that determines modem addresses

t total(1,cycle+1)=t_total(1,cycle)+sum(t_modem2(:,cycle+1));
d_total(1,cycle+1)=d_total(1,cycle)+sum(d_modem2(:,cycle+1));
latencyl(1,cycle)=sum(t_modem?2(:,cycle+1));

cycle=cycle+1;

end % end “while” loop - period that network is evaluated

% * *

% utilization=t_information/t_total

%

% throughput = actual baudrate so average actual amount of bits you can
% transfer from peripheral to central considering present settings

%

% latency = the maximum period that you should have to wait to receive
% data from a specific address

% *% *%

utilization(a)=(d_total(1,length(d_total))/baudrate1(m1)) / ...
(t_total(1,length(t_total)));

throughput(a)=(d_total(1,length(d_total))) / ...
(t_total(1,length(t_total)));

latency(a)=mean(latencyl);

pktabort(a)=100*pktabort(a)/( pktcorrect(a)+pktabort(a) );

end

util_ave(ml1,m2,m3,m4,m5,m6,m7)=mean(utilization);

throughput_ave(m1,m2,m3,m4,m5,m6,m7)=mean(throughput);

latency _ave(m1,m2,m3,m4,m5m6,m7)=mean(latency);
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pktabort_ave(ml1,m2,m3,m4,m5,m6,m7)=mean(pktabort);

end
end
end
end
end
end
end

util_ave=squeeze(shiftdim(util_ave));
throughput_ave=squeeze(shiftdim(throughput_ave));
latency_ave=squeeze(shiftdim(latency_ave));
pktabort_ave=squeeze(shiftdim(pktabort_ave));
resultld=[util_ave; throughput_ave; latency_ave; pktabort_ave];

The function POLL1e.m is used to simulate netwarategy P1E.

function[resultle, energyle]=POLL1le

clear,

% *kkkkkk *kkkkkkkkhkhhhhhhhhhkkkkxkkrk *% *kkkkkk *%* *%*

%
% Initiate values through <ini.m> function
%
% *kkkkkk *kkkkkkkkhkhhhhhhkhkkkkxkirk *% *kkkkkk *%* *%*
[number_modemst wut acqd utd crcd nwt delaylt delay2...
t delay3t delay4 t_delay5 data_set baudratel baudrate2 maxretries...
L_spATalfalLlL2L3L23L4 maxCTS maxACK maxPOLL maxTOKEN]=INI;

for m1=1:length(baudratel) % baudratel
for m2=1:length(data_set) % data length

for m3=1:length(L2) % noise
for m4=1:length(maxretries) % maxretries
for m5=1:length(L_sp) % subpacket length

for m6=1:length(number_modems) % number_modems
for m7=1:length(baudrate2) % baudrate2

% calculate # subpackets and duration of utility packet

N_sp(m5)=ceil(data_set(m2)/L_sp(m5)); %number of subpackets
t_ut=(d_ut+d_crc)*8/baudrate2(m7)+t_acq; % transmission time of utility packet

%
%
% Do the simulation a couple of times to get a good average of the
% metrics you're interested in

%
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%
for a=1:A; % run simulation 'a’ times

% reset all values to zero

REPOLL=0;

d_total=0;

t total=0;

latency1=0;

latency(a)=0;

pktabort(a)=0;

pktcorrect(a)=0;

d_modem1(1l:number_modems(m6),1)=0;
d_modem2(1:number_modems(m6),1)=0;

t_modem1(1:number_modems(m6),1)=0;
t_modem2(1:number_modems(m6),1)=0;

cycle=1;

96 *kkkkkk *kkkkk *%*

%energy calc. only !
TP=0;

TI=0;

Wrcv=0.5; %[W]
Wxmt=0.1; %[W]
%

while t_total<(3600*T)

for address=1:number_modems(m6);

96**********************************************************

% info packet
%

[INFO,DATA]=info(m1,m2,m3,m4,m5m6,m7,REPOLL);

%
% utility or info packet corrupted
%

dicel=rand(1);
if ((dicel<L2(m3)) & (dice1>=L3(m3)))

DATA=0;
end
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%
%
%
%
%
%
%
%
%

0/0 * *
% POLLING utility packet

96 * *

[POLL,POLLFLAG]=poll(m1,m2,m3,m4,m5m6,m7,dicel,REPOLL);
if POLLFLAG
POLL = 2*POLL;

diced=rand(1);
if dice4 < L4(m3)
INFO=0; DATA=0;
end
end

96**********************************************************

% add all events

96**********************************************************

t_xmit=POLL+INFO;
data(m2)=DATA,

if DATA==
pktabort(a)=pktabort(a)+1;
else
pktcorrect(a)=pktcorrect(a)+1;
end

t modeml(address,cycle+1)=t_ modeml(address,cycle)+t_xmit;

t modem2(address,cycle+1)=t_xmit;
d_modeml(address,cycle+1)=d_modeml(address,cycle)+data(m2)*8;
d_modem2(address,cycle+1)=data(m?2)*8;

DATA=data_set(m2); %reset data

counter=counter+1;

gba

% Instruction: set A=1; T=1; Only for single input parameter

gba

TP =TP + POLL-t_delayl;

Tl =TI+ INFO - (t_delay2+t_delay?3);
Prcv = TP*Wrcv;

Pxmt = (TI)*Wxmt;

Phr = (Prcv+Pxmt)/number_modems(m6);
Crev = (TI)*Wrcy;

Cxmt = TP*Wxmt;

Chr = (Crcv+Cxmt);

energylc=[Phr; Chr];

gba
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end % end for loop that determines modem addresses

t total(1,cycle+1)=t_total(1,cycle)+sum(t_modem2(:,cycle+1));
d_total(1,cycle+1)=d_total(1,cycle)+sum(d_modem?2(;,cycle+1));
latencyl(1,cycle)=sum(t_modem?2(:,cycle+1));

cycle=cycle+1;

end % end while loop - period that network is evaluated

%
% utilization=t_information/t_total

%

% throughput = actual baudrate so average actual amount of bits you can
% transfer from peripheral to central considering present settings

%

% latency = the maximum period that you should have to wait to receive
% data from a specific address

%*********************************************************************

utilization(a)=(d_total(1,length(d_total))/baudrate1(m1)) / ...
(t_total(1,length(t_total)));

throughput(a)=(d_total(1,length(d_total))) / ...
(t_total(1,length(t_total)));

latency(a)=mean(latencyl);
pktabort(a)=100*pktabort(a)/( pktcorrect(a)+pktabort(a) );
end
util_ave(m1,m2,m3,m4,m5,m6,m7)=mean(utilization);
throughput_ave(m1,m2,m3,m4,m5,m6,m7)=mean(throughput);
latency _ave(m1,m2,m3,m4,m5m6,m7)=mean(latency);
pktabort_ave(ml1,m2,m3,m4,m5m6,m7)=mean(pktabort);

end
end
end
end
end
end
end

util_ave=squeeze(shiftdim(util_ave));
throughput_ave=squeeze(shiftdim(throughput_ave));
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latency_ave=squeeze(shiftdim(latency_ave));
pktabort_ave=squeeze(shiftdim(pktabort_ave));
resultle=[util_ave; throughput_ave; latency_ave; pktabort_ave];

The function TOKEN2b.m is used to simulate netwstriategy T2B.

function[result2b, energy2b]=TOKEN2b

clear,

96************************************************************************

%
% Initiate values through <ini.m> function
%
%
[number_modemst wut acqd utd crcd nwt delaylt delay2...
t delay3t delay4 t_delay5 data_set baudratel baudrate2 maxretries...
L_spATalfalLlL2L3L23L4 maxCTS maxACK maxPOLL maxTOKEN]=INI;

for m1=1:length(baudratel) % baudratel
for m2=1:length(data_set) % data length

for m3=1:length(L2) % noise
for m4=1:length(maxretries) % maxretries
for m5=1:length(L_sp) % subpacket length

for m6=1:length(number_modems) % number_modems
for m7=1:length(baudrate2) % baudrate2

% calculate # subpackets and duration of utility packet

N_sp(m5)=ceil(data_set(m2)/L_sp(mb)); %number of subpackets
t_ut=(d_ut+d_crc)*8/baudrate2(m7)+t_acq; % transmission time of utility packet

%
%
% Do the simulation a couple of times to get a good average of the
% metrics you're interested in

%

96*************************************************************************

for a=1:A; % run simulation 'a’ times
% reset all values to zero

RETOKEN=0;
HUB=0;

d_total=0;
t total=0;
latency1=0;
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latency(a)=0;
pktabort(a)=0;
pktcorrect(a)=0;

d_modeml1(1l:number_modems(m6),1)=0;
d_modem2(1:number_modems(m6),1)=0;

t_modem1(1:number_modems(m6),1)=0;
t_modem2(1:number_modems(m6),1)=0;

cycle=1;

96 *kkkkkk *kkkkk *%*

%energy calc. only !
TT=0;

TI=0;

Wrcv=0.5; %[W]
Wxmt=0.1; %][W]
%

while t_total<(3600*T)

for address=1:number_modems(m6);

%
% info packet
%
[INFO,DATA]=info(m1,m2,m3,m4,m5,m6,m7,RETOKEN);
%[INFO,DATA]=info(m1,m2,m3,m4,m5,m6,m7);

%
% utility or info packet corrupted
%

dicel=rand(1);

if ((dicel<L2(m3)) & (dicel>=L3(m3)))
DATA=0;
end

%
% TOKEN utility packet

96**********************************************************

[TOKEN, TOKENFLAG]=token(m1,m2,m3,m4,m5m6,m7,dicel, RETOKEN,HUB);
TOKEN = TOKEN - t_delay1;

if TOKENFLAG
INFO=0;
DATA=0;
end
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%
%
%
%
%
%
%
%
%

96**********************************************************

% add all events

96**********************************************************

t xmit=TOKEN+INFO;
data(m2)=DATA,

if DATA==0
pktabort(a)=pktabort(a)+1;
else
pktcorrect(a)=pktcorrect(a)+1;
end

t modeml(address,cycle+1)=t_ modeml(address,cycle)+t_xmit;

t modem2(address,cycle+1)=t_xmit;

d_modeml(address,cycle+1)=d_modem1(address,cycle)+data(m2)*8;

d_modem2(address,cycle+1)=data(m?2)*8;

DATA=data_set(m2); %reset data
00S=0; %reset OOSFLAG correction
DOOS=0; %reset OOSFLAG correction

counter=counter+1;

% * *k

% Instruction: set A=1; T=1; Only for single input parameter
96************************************************
TT =TT + TOKEN;

Tl =TI+ INFO - (t_delay2+t_delay3);
Prcv = (TT)*Wrcv;

Pxmt = (TI)*Wxmt;

Phr = (Prcv+Pxmt)/number_modems(m6);
Crev = (TI)*Wrcyv;

Cxmt = (TT)*Wxmt;

Chr = (Crcv+Cxmt);

energy2b=[Phr; Chr];

gba
end % end for loop that determines modem addresses
t_total(1,cycle+1)=t_total(1,cycle)+sum(t_modem2(:,cycle+1));
d_total(1,cycle+1)=d_total(1,cycle)+sum(d_modem2(:,cycle+1));
latencyl(1,cycle)=sum(t_modem?2(:,cycle+1));
cycle=cycle+1;

end % end while loop - period that network is evaluated

g@*********************************************************************

% baudrateact = actual baudrate so average actual amount of bits you can
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% transfer from peripheral to central considering present settings

%

% utilization=t_information/t_total

%

% latency = the maximum period that you should have to wait to receive
% data from a specific address

%******7\‘**************************************************************

throughput(a)=(d_total(1,length(d_total))) / (t_total(1,length(t_total)));
utilization(a)=(d_total(1,length(d_total))/baudrate1(m21)) / (t_total(1,length(t_total)));
latency(a)=mean(latencyl);
pktabort(a)=100*pktabort(a)/( pktcorrect(a)+pktabort(a) );
end
util_ave(m1,m2,m3,m4,m5,m6,m7)=mean(utilization);
throughput_ave(m1,m2,m3,m4,m5,m6,m7)=mean(throughput);
latency _ave(m1,m2,m3,m4,m5m6,m7)=mean(latency);
pktabort_ave(ml1,m2,m3,m4,m5,m6,m7)=mean(pktabort);

end
end
end
end
end
end
end

util_ave=squeeze(shiftdim(util_ave));
throughput_ave=squeeze(shiftdim(throughput_ave));
latency_ave=squeeze(shiftdim(latency_ave));

pktabort_ave=squeeze(shiftdim(pktabort_ave));
result2b=[util_ave; throughput_ave; latency_ave; pktabort_ave];

The function TOKEN3a.m is used to simulate netwsirktegy T3A.

function[result3a, energy3a]=TOKEN3a

clear,

% *% *kkkkkkkhkhhhhhk *kkkhkkk *k% *% *%

%
137



% Initiate values through <ini.m> function
%
%
[number_modemst wut acqd_utd crcd nwt delaylt delay?...
t delay3t delay4 t_delay5 data_set baudratel baudrate2 maxretries...
L_spATalfalLlL2L3L23L4 maxCTS maxACK maxPOLL maxTOKEN]=INI;

for m1=1:length(baudratel) % baudratel
for m2=1:length(data_set) % data length

for m3=1:length(L2) % noise
for m4=1:length(maxretries) % maxretries
for m5=1:length(L_sp) % subpacket length

for m6=1:length(number_modems) % number_modems
for m7=1:length(baudrate2) % baudrate2

% calculate # subpackets and duration of utility packet

N_sp(mb5)=ceil(data_set(m2)/L_sp(mb)); %number of subpackets
t ut=(d_ut+d_crc)*8/baudrate2(m7)+t_acq; % transmission time of utility packet

%************************************************************************

%
% Do the simulation a couple of times so you get a good average of the
% metrics you're interested in

%
%

for a=1:A; % run simulation 'a' times
% reset all values to zero

00S=0;

DOOS=0;

SRQ=0;

DSRQ=0;
MEMFLAG(1:number_modems(m6),1)=0;
MEMFLAG(1:number_modems(m6),2)=0;
RETOKEN=1;

HUB=1,;

d_total=0;

t total=0;
t_central=0;
latency1=0;
latency(a)=0;
pktabort(a)=0;
pktcorrect(a)=0;

d_modeml1(1l:number_modems(m6),1)=0;
d_modem2(1:number_modems(m6),1)=0;

t_modem1(1:number_modems(m®6),1)=0;
t_modem2(1:number_modems(m6),1)=0;
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cycle=1;

%
%energy calc. only !
TT=0;

TI=0;

Wrev=0.5; %[W]
Wxmt=0.1; %[W]

96 *kkkkhkk *%

while t_total<(3600*T)

for address=1:number_modems(m6);

96**************************************************************

% In case MEMFLAG(address,?2) is set to 1 the previous packet
% was out-of-sequence. The packet will be retransmitted at
% baudrate?2. If retransmission fails, the packets gets aborted

96**************************************************************

if MEMFLAG(address,2)
[00S,DO0OS]I=mem2(m1,m2,m3,m4,m5m6,m7);
MEMFLAG(address,2) = 0;

if DOOS==
pktabort(a)=pktabort(a)+1;
else
pktcorrect(a)=pktcorrect(a)+1;
end

end

96**************************************************************

% In case MEMFLAG(address,1) is set to 1 the previous packet
% was corrupted. The packet will be retransmitted at

% baudratel. If retransmission fails, the packets gets aborted
%

if MEMFLAG(address,1)
[SRQ,DSRQ]=mem1(m1l,m2,m3,m4,m5m6,m7);

MEMFLAG(address,1) = 0;

pktabort(a)=pktabort(a)+1;
else

pktcorrect(a)=pktcorrect(a)+1;
end
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end

96 *% *k%k *%
% info packet

96**********************************************************

[INFO,DATA]=info(m1,m2,m3,m4,m5,m6,m7,RETOKEN);

dicel=rand(1);

qu *% * *%
% utility or info packet corrupted: MEMFLAG(address,1) is
% set to 1 and no data is transmitted

e
dicel=rand(1);
if ((dicel<L2(m3)) & (dice1>=L3(m3)))
MEMFLAG(address,1) =1; % Subpacket/header corrupted
DATA =0;

end

gba * *% * *%

% TOKEN utility packet; if token is corrupted, the central

% node will retransmit token until maxtoken is achieved.

% If maxtoken is needed, TOKENFLAG = 1 and MEMFLAG(address,2)
% is set to 1 which will generate packet out of sequence.

% No data transmission will occur and the packet will be rexmit

% at next cycle

96**********************************************************

[TOKEN, TOKENFLAG]=token(m1,m2,m3,m4,m5m6,m7,dicel, RETOKEN,HUB);
if TOKENFLAG

MEMFLAG(address,2) = 1; % Token corrupted, PKT OOS
MEMFLAG(address,1) = 0;

INFO=0; OOS=0;

DATA=0; DOOS=0; DSRQ=0;

end

96**********************************************************

% add all events
gba *% *

t_xmit=TOKEN+INFO+SRQ+OOS;
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data(m2)=DATA+DOOS+DSRQ;

if DATA~=0
pktcorrect(a)=pktcorrect(a)+1;
end

96************************************************************

% Instruction: set A=1; T=1; Only for single input parameter

96************************************************

%
%
%
%
%
%
%
%
%

TT =TT + TOKEN;

TI =TI+ INFO - (t_delay2+t_delay3);
Prcv = TT*Wrcy;

Pxmt = (TT+TI)*Wxmt;

Phr = (Prcv+Pxmt)/number_modems(m6);
Crev = (TT+TI)*Wrcey;

Cxmt = TT*Wxmt/number_modems(m®6);
Chr = (Crcv+Cxmt);

energy3a=[Phr; Chr];

96**********************************************************

t modeml(address,cycle+1)=t_ modeml(address,cycle)+t_xmit;

t modem2(address,cycle+1)=t_xmit;
d_modeml1(address,cycle+1)=d_modem1(address,cycle)+data(m2)*8;
d_modem?2(address,cycle+1)=data(m?2)*8;

DATA=data_set(m2); %reset data

00S=0; %reset OOSFLAG correction
DOOS=0; %reset OOSFLAG correction
SRQ=0;

DSRQ=0;

counter=counter+1;

end % end for loop that determines modem addresses

%
% Add contribution of central hub included in cycle: only 1 token

% will be generated. If the token from the last peripheral modem to
% the central modem fails, the central modem knows that it was its
% turn to transmit so it won;t initiate a new token

96*****************************************************************

t central(l,cycle) =t wu +t acq + ...
(number_modems(m6)*2 + d_ut + d_crc)*8/baudrate2(m7) + t_delay4;

t_total(1,cycle+1)=t_total(1,cycle)+t_central(1,cycle)...
+sum(t_modem?2(:,cycle+1));

d_total(1,cycle+1)=d_total(1,cycle)+sum(d_modem2(;,cycle+1));

latencyl(1,cycle)=sum(t_modem2(;,cycle+1));

cycle=cycle+1;
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end % end while loop - period that network is evaluated

96*********************************************************************

% baudrateact = actual baudrate so average actual amount of bits you can
% transfer from peripheral to central considering present settings

%

% utilization=t_information/t_total

%

% latency = the maximum period that you should have to wait to receive
% data from a specific address

96*********************************************************************

throughput(a)=(d_total(1,length(d_total))) / (t_total(1,length(t_total)));
utilization(a)=(d_total(1,length(d_total))/baudrate1(m21)) / (t_total(1,length(t_total)));
latency(a)=mean(latencyl);
pktabort(a)=100*pktabort(a)/( pktcorrect(a)+pktabort(a) );
end
util_ave(m1,m2,m3,m4,m5,m6,m7)=mean(utilization);
throughput_ave(m1,m2,m3,m4,m5 m6,m7)=mean(throughput);
latency _ave(m1,m2,m3,m4,m5,m6,m7)=mean(latency);
pktabort_ave(ml1,m2,m3,m4,m5m6,m7)=mean(pktabort);

end
end
end
end
end
end
end

util_ave=squeeze(shiftdim(util_ave));
throughput_ave=squeeze(shiftdim(throughput_ave));
latency_ave=squeeze(shiftdim(latency_ave));
pktabort_ave=squeeze(shiftdim(pktabort_ave));
result3a=[util_ave; throughput_ave; latency_ave; pktabort_ave];
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The function poll.m performs polling simulation.

function [POLL,POLLFLAG]=poll(m1,m2,m3,m4,m5m6,m7,dicel,REPOLL)

[number_modemst wut acqd _utd crcd_nwt delaylt delay?...
t delay3t delay4 t_delay5 data_set baudratel baudrate2 maxretries...
L_spATalfalLlL2L3L23L4 maxCTS maxACK maxPOLL maxTOKEN]=INI;

t_ut=(d_ut+d_crc)*8/baudrate2(m7)+t_acq;
if ((dicel<L1) & (dice1>=L2(m3)))
POLLcount=1;
if REPOLL
while POLLcount < maxPOLL(m4)
diced=rand(1);
if dice4 < L4(m3)
POLLcount=POLLcount+1,
else
break

end
end

end

POLL = POLLcount * sum(Jt_ wut_utt delay5t delay3]);

if ( (REPOLL == 0) | (POLLcount == maxPOLL(m4)) )
POLLFLAG =1,

else
POLLFLAG = 0;

end

else
POLL = sum([t_wu t_utt delayl]);
POLLFLAG =0;

end
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The function token.m performs token simulation.

function [TOKEN,TOKENFLAG]=token(m1,m2,m3,m4,m5,m6,m7,dicel, RETOKEN,HUB)

[number_modemst wut acqd_utd_crcd_nwt delaylt delay2...
t delay3t delay4 t_delay5 data_set baudratel baudrate2 maxretries...
L_spATalfalLlL2L3L23L4 maxCTS maxACK maxPOLL maxTOKEN]=INI;

if HUB
t token =t wu +t_acq + (humber_modems(m6)*2 + d_ut + d_crc)*8/baudrate2(m7);
TOKEN =t_token;
else
t token=t_acq +t_wu + (d_ut+d_crc)*8/baudrate2(m7);
TOKEN =t_token +t_delayl;
end

TOKENFLAG = 0;
if ((dicel<L1) & (dice1>=L2(m3)))
TOKENcount=1;
if RETOKEN ==
maxTOKEN(mM4) = 1;
end
while TOKENcount <= maxTOKEN(m4)
diced=rand(1);
if dice4 < L4(m3)
TOKENcount=TOKENcount+1,
else
break

end
end

if ( TOKENcount > maxTOKEN(m4) )
TOKENcount = maxTOKEN(m4);
TOKENFLAG =1;
end
TOKEN = TOKEN + TOKENcount * sum([t_token t_delay5 t_delay3]);

end
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The function info.m generates data packets.

function [INFO,DATA]=info(m1,m2,m3,m4,m5,m6,m7,type)

[number_modemst wut acqd utd crcd nwt delaylt delay2...
t delay3t delay4 t_delay5 data_set baudratel baudrate2 maxretries...
L spATalfalLlL2L3L23L4 maxCTS maxACK maxPOLL maxTOKEN]=INI;

t_ut=(d_ut+d_crc)*8/baudrate2(m7)+t_acq;

if type ==
N_sp(m5)=1;
else
N_sp(m5)=ceil(data_set(m2)/L_sp(m5));
end

INFO =sum([t_wu t_ut (data_set(m2)+N_sp(m5)*d_crc+d_nw)*8/baudratel(ml)...
t delay2 t_delay3]);

DATA = data_set(m2);

The function oos.m creates packets that are retrigtesl upon packet-out-of-

sequence situation.

function [OOS,DOOS,00SFLAG]=00s(m1,m2,m3,m4,m5m6,m7,00SFLAG,REPOLL)

[number_modemst wut acqd utd crcd nwt delaylt delay2...
t delay3t delay4 t_delay5 data_set baudratel baudrate2 maxretries...
L spATalfalLlL2L3L23L4 maxCTS maxACK maxPOLL maxTOKEN]=INI;

t_ut=(d_ut+d_crc)*8/baudrate2(m7)+t_acq;
N_sp(mb5)=ceil(data_set(m2)/L_sp(mb5));

dicel=(L3(m3)+L2(m3))/2;
[SRQ,DATA,00SFLAG]= srg1(m1,m2,m3,m4,m5m6,m7,dicel, OOSFLAG,REPOLL);
if DATA ==
ACK = 0;
else
[ACK]=ack(m1,m2,m3,m4,m5m6,m7,00SFLAG);
end
00S = SRQ + ACK;
DOOS = DATA;

145



The function srgl.m determines what kind of unssgsfté initial transmission

occurs and how the retransmission is performed.

function [SRQ,DATA,00SFLAG]= srq1(m1,m2,m3,m4,m5m6,m7,dicel, OOSFLAG,REPOLL)

[number_modemst wut acqd utd crcd nwt delaylt delay2...
t delay3t delay4 t_delay5 data_set baudratel baudrate2 maxretries...
L spATalfalLlL2L3L23L4 maxCTS maxACK maxPOLL maxTOKEN]=INI;

t ut=(d_ut+d_crc)*8/baudrate2(m7)+t_acq;
N_sp(m5)=ceil(data_set(m2)/L_sp(m5));

if ((dice1<L2(m3)) & (dice1>=L3(m3)))
dice2=rand(1);
for i=1:(N_sp(m5))
if ( (dice2<(i/N_sp(m5))) & (dice2>=(i-1)/N_sp(m5)) )

dice3=rand(1);

% L L T

% header corrupted (causes packet out of sequence)
% subpacket corrupted + SRQ corrupted

% ok dkkd ko dk ko dkok Kok ko

if (dice3<L23(m3))

if REPOLL
i=N_sp(mb);
[SRQ,DATA] = srg2(m1,m2,m3,m4,m5,m6,m7,i,00SFLAG);
OOSFLAG = 0;

else
SRQ = sum([t_delay4 (3+15%*)*maxretries(m4)]);
DATA =0;
OOSFLAG = 1;

end

% ok kkkd ko dk kK Hekkok ko
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% subpackets corrupted (SRQ)
%

else
[SRQ,DATA]=srg2(m1,m2,m3,m4,m5,m6,m7,i, OOSFLAG);
OOSFLAG =0;
end
break
end
end
else
DATA = data_set(m2);
OOSFLAG = 0;

SRQ =0;
end

The function srq2.m creates packets that are trated upon unsuccessful

initial transmission.

function [SRQ,DATA]=srg2(m1,m2,m3,m4,m5,m6,m7,i,O0SFLAG)

[number_modemst wut acqd_utd _crcd_nwt delaylt delay?...
t delay3t delay4 t_delay5 data_set baudratel baudrate2 maxretries...
L spATalfalLl L2 L3L23 L4 maxCTS maxACK maxPOLL maxTOKEN]=INI;

t ut=(d_ut+d_crc)*8/baudrate2(m7)+t_acq;
N_sp(m5)=ceil(data_set(m2)/L_sp(m5));

srqcount=1;

if OOSFLAG

baudrate = baudrate2(m7);
else

baudrate = baudratel(m1);
end
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while srqcount <= maxretries(m4)
diced=rand(2);

if dice4 < L4(m3)
srqgcount=srqcount+1;
else
break
end
end
% in case of more than max SRQ, the packet gets aborted

if srgcount > maxretries(m4)
srgcount=maxretries(m4);
DATA=0;

else
DATA=data_set(m2);

end

% SRQ calculation is not really 1 on 1 because multiple retransmissions
% (srqcount) do not necessarily have to be the same length

SRQ=sum(][ srgcount * sum([t_delay4 t utt delaylt wut_ut...
i*L_sp(m5)*8/baudrate] )]);

The function mem1.m can be compared to srqgl.m andlés retransmissions

in case of T3A.

function [SRQ,DSRQ]=mem1(m1,m2,m3,m4,m5,m6,m?7)

[number_modemst wut acqd utd crcd nwt delaylt delay2...
t delay3t delay4 t_delay5 data_set baudratel baudrate2 maxretries...
L spATalfalLlL2L3L23L4 maxCTS maxACK maxPOLL maxTOKEN]=INI;

t_ut=(d_ut+d_crc)*8/baudrate2(m7)+t_acq;
N_sp(m5)=ceil(data_set(m2)/L_sp(m5));

dice2=rand(1);
for i=1:(N_sp(mb5))

if ( (dice2<(i/N_sp(mb))) & (dice2>=(i-1)/N_sp(m5)) )

148



SRQ =sum([t_delay4 t_ut i*L_sp(m5)*8/baudrate1(m1)]);
break
end
end
dicel=rand(1);
if (dice1<L2(m3)) & (dice1>=L3(m3)))
DSRQ = 0;
else
DSRQ = data_set(m2);

end

The function mem2.m handles retransmissions in pasket-out-of-sequence for
T3A.

function [OOS,DOOS]=mem2(m1,m2,m3,m4,m5,m6,m7)

[number_modemst wut acqd_utd_crcd_nwt delaylt delay?...
t delay3t delay4 t_delay5 data_set baudratel baudrate2 maxretries...
L_spATalfalLlL2L3L23L4 maxCTS maxACK maxPOLL maxTOKEN]=INI;

t ut=(d_ut+d_crc)*8/baudrate2(m7)+t_acq;
N_sp(m5)=ceil(data_set(m2)/L_sp(m5));

OO0S = sum([t_delay4 t_ut ...
(data_set(m2)+N_sp(m5)*d_crc+d_nw)*8/baudrate2(m7)]);

dicel=rand(1);

if ((dicel<L2) & (dice1>=L3(m3)))
DOOS = 0;

else
DOOS = data_set(m2);

end
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The function ack.m handles ACK messages for pagkebf-sequence situations.

function [ACK]=ack(m1,m2,m3,m4,m5m6,m7,00SFLAG)

[number_modemst wut acqd _utd crcd _nwt delaylt delay?...
t delay3t delay4 t_delay5 data_set baudratel baudrate2 maxretries...
L_spATalfalLlL2L3L23L4 maxCTS maxACK maxPOLL maxTOKEN]=INI;

t ut=(d_ut+d_crc)*8/baudrate2(m7)+t_acq;
N_sp(m5)=ceil(data_set(m2)/L_sp(m5));

if OOSFLAG

baudrate = baudrate2(m7);
else

baudrate = baudratel(m1l);
end

ACK =t_delay4 +1t_ut;
diceACK=rand(2);
if ((diceACK<L1) & (diceACK>= (L2(m3)+L1)/2))
ACKcount=1;
while ACKcount < maxACK(m4)
diced=rand(1);
if dice4 < L4(m3)
ACKcount=ACKcount+1;
else
break
end
end

ACK = ACKcount*sum([ACK t_delay2 (data_set(m2)+N_sp(m5)*d_crc+d_nw)*8/baudrate]);

end
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